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PREFACE

The monograph contains materials from articles received from the
Council of articles sent to the XII International Scientific and Practical
Conference "Information Control Systems & Technologies (ICST-Odesa-
2024)"

The collective monograph presents the results of scientific research in
the field of information systems and technologies, intelligent systems, data
analysis, modeling and software development.

The monograph is compiled in the form of scientific articles- sections
corresponding to thematic areas, which comprehensively reflect the results
of research in the following areas: intelligent control technologies;
intelligent systems and data analysis, modeling and software engineering,
mathematical and simulation modeling.

In the monograph, the authors pay attention to solving problems in the
field of information systems and technologies using improved encryption
based on non-belian small groups ri, the method of assessment and
forecasting the technical state of complex systems of critical application
based on precedents, protection of multilayer network systems from
sequential, group and system-wide targeted attacks, new statistical criteria
for checking the independence of bit random variables and sequences.
Considerable attention is paid to the agent-controlled approach to increasing
the efficiency of e-learning, automated data extraction of individual
astronomical objects from blurry ccd images, artificial intelligence in
diagnostics, prognosis and treatment of diabetic neovascular glaucoma.

Thanks to the presented research results, readers will receive a useful
amount of knowledge necessary for a better understanding problems and
solutions in the field of information systems and technologies.

The articles presented in the monograph correspond to the original
author's variants. The authors alone are responsible for the content of the
articles.

The materials of the monograph will be useful for postgraduate
students, master's students, and teachers of higher educational institutions
specializing in the field of information systems and technologies.Scientists
including 11 doctors of science, 15 candidates of science and 17 applicants
took part in the work on the collective monograph.
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Section 1. Information control systems
UDC 004.056: 004.9

MNOKPAIIIEHE HIN®PYBAHHS HA OCHOBI HEABEJIEBUX
MAJIMX T'PYII PI

Dr.Sci. €. Koryx ORCID: 0000-0003-4997-620X
HTY «/[uinposcvka norimexuuxa», Yrpaina
E-mail:yevgenkotukh@gmail.com
Dr.Sci. I'. Xanimo ORCID: 0000-0002-2054-9186
Xaprxiecvruil HayioHanbHUll yHieepcumem padioerekmporixu, Yxpaina,
E-mail:hennadii.khalimov@nure.ua

Anomauia. Y cmammi onucano Ho8y peanizayiro cxemu wugpysanusa Ha OCHOBI
manux epyn Ree. Hawa nponosuyis nonseae 6 momy, ujob 6uKopucmosysamu
Hegenuki epynu Pi ona wiu@pysanus noéHoi epynu 3 N0 A3GHUMU KIUAMU MA
CKAaOHicmio amaxu 2pyooro cunorw. Mu nowupunu noeapu@mivnuil nionuc Ha 6cro
epyny Ree i sminunu aneopumm wu@dpysans, wob 36 ’a3amu Kol 102apugmiunozo
nIOnUCy ma 3axucmumu 6i0 amaku HOCII008HO20 GIOHOBIIEHHSL.

Knwuosi cnosa: xpunmocucmema MST, noeapugmivnuil nionuc, eunaoxoge
noxpummst , mani epynu Pi.

1. ITocranoBKa npodieMn

[losiBa KBaHTOBMX KOMII'FOTEpiB, 3[aTHUX BHPIIIyBaTH OyIb-sIKi CKIamHI
MpoOJIeMH, CTaBUTH IIiJ] CYMHIB iCHYBaHHs KpUITOrpadii B TOMy BUTIIAII, B SIKOMY
BOHA € chorojHi. Kimacuuni kpunrorpadiuti MpOTOKOIM 3 BIAKPHTHM KIIIOUEM, SIKi
BUKOPUCTOBYIOTh 1/I€F0 CKJIAJHOCTI BHpILIeHHs MpoOiieMH (akTopu3allii BEeTNKHX
YHcesl, CTaHyTh HeOe3MeYHNMH. AKTYaJIbHUM CTa€ BIIPOBAPKEHHS KPHUIITOCHCTEM Ha
HEKOMYTaTHBHHX anreOpax TIpym, sKi Ha JOaHHH MOMEHT HajJexaTb 10 Kiacy
Ba)XKOPO3B’I3HUX 3324 JJIsI KBAHTOBUX O0YHCIICHb.

2. AHaJti3 1oc/igKeHb Ta myOJaiKkami

HexomyratnBHa xkpunrorpadis, 3acHOBaHA Ha CKJIAJHHX IS BHPIMICHHS
MaTeMaTHYHHX 3aJadax, Oyna 3anpornonosaHa B 1980-x pokax. Barnep i Mamxapuk
[1] 3ampomoHyBajgM KOHLENIiI0 KPUOTOCUCTEMH, 3aCHOBaHY Ha HEpPO3B'sS3HIii
npobinemi citiB y rpynax i HamiBrpymax. biprer Ta iH. [2] cnpoekTyBaB 1o i€ Ha
KPUITOCUCTEMY 3 BIAKPUTHM KITIOYEM Y KIHLEBHMX 3reHepoBaHuX rpymax. LlIBuako
PO3BHBABCSI THII KPUIITOCHCTEM, 3aCHOBAHMI Ha rpyIoBiil Bakropusarii [3-7].

VY 1986 poui MarniBepac [5] 3ampomoHyBaB CHMETPHUYHY KPHITOCHUCTEMY,
3acHOBaHy Ha (hakTopu3alil B KIHIEBUX TPYIax NEPECTAHOBOK, KA HA3UBAETHCS
norapudmigaoto curaaryporo (LS). ¥V 2009 poui Lempken Tta in. [4] po3pobumn
HOBY KpumnTorpadiuHy cucTeMy 3 BikpuTHM KmodeM - MST3, 3acHoBaHy Ha
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BUTIAIKOBUX TOKPHUTTAX 1 2-rpymi Suzuki. V 2008 poui Magliveras et al. [8]
NIPEACTAaBIIM KOMIUIEKCHHH aHami3 KpunrocucreMu MST3 1 3asBuim, 1o
TPaH3UTUBHUH JIoTapUPMIYHUN TiINHC HE MIAXOOUTh A Kpuntocuctemu MST3. YV
2010 poui Cpaba Ta iH. [6] mpoaHai3yBanu Bci OMyOiKOBaHI MOCHIAHHS Ha aTaKu
Ha kpunrorpagito MST 1 ctBopwiu Oinpumr Oe3meuny kpuntocuctemy eMST3,
JOMaBUIM CeKkpeTHe romMoMopdHe mnokpurrs. Y 2018 poui Ban Tpynr [9]
3aIpOIOHYBAB 3aTJIbHAI METOJI TTOOYIOBH CHIBHUX allepioANTHHX JIOTapUPMITHIX
CUTHaTyp Uil a0eleBHX p-TpyH i 3pOoOMB BHECOK y MpaKTUYHE 3aCTOCYBaHHSI
kpunrocucreM MST. Ilogansmuii po3zBuTok kpuntocucteM MST3 3anponoHoBaHo B
[10-13]. Tyt Bmepiie po3risaaroThes pealiallii Ha OaraTtonapaMeTpHYHUX Tpymax.
OCHOBHa ified JeXHUTh Yy IUIOUIMHI BHUPIMIEHHS MPOOJeMH ONTHUMI3allil HaKIaIHUX
BUTpPAT - 3MEHLICHHS BEJIHMKOTO PO3MIpY KIIOYIB 1 MiABHIICHHS €(EeKTUBHOCTI
anroputMy mwudpysanHs (zemmdpysanns). [lokazaHo, mo Ha rpymax BEIUKOTO
MOPSAKY MOXKHa MOOYIyBaTH KPHUITOCUCTEMH 3 OOUYHCICHHSAMH JoTrapudMidHOL
CHTHATYpH 11032 LIEHTPOM T'PYITH HaJl CKIHUCHHUMH HOJISIMH MaJoi pO3MipHOCTI.

Iinamu crarTi € peamizamis anroputMy mHppyBaHHS 3 JOrapuPMiYHIMU
miAnucaMd Ha OCHOBI Majoi rpymu Pi, o 103BONUTH 30UTBIIUTH  PO3Mip
3aMM(pPOBAHOIO TEKCTY Ta 3MEHIINTH BHMOTH 1O pO3Mipy JOTapu(pMidHIX
MiANKUCIB;  PO3MVITHYTH  HANpPsIMH  TOKPAIEHHS  XapaKTEPUCTUK  Oe3leKu
3allpPONOHOBAHOT KOHCTPYKIIi Ta 3alpOINOHYBAaTH HOBHH aJNrOpUTM MIH(pYBaHHA 3
OB’ I3aHIMH KITI0OYaMH; POaHai3yBaTH aTakd Tpy0o0i CHIM Ha BiTHOBJICHHS KIIIOYa
JUIsL KPUIITOCUCTEMH 3 Tpymamu Pi.

3. BukJjag ocHOBHOr0 MaTepiany A0CTiIzKeHHs

Konmeniis mobynoBu MST  kpumTocucTeMa MICTUThCS B 3aCTOCYBaHHI
HEKOMMYTATHUBHOI TPYMOBOI aiareOpu Ui TMOKPHUTTS JIOTAPHU(PMIYHOTO i ITHACH.
Jlorapudmiynuii miAmUC, AK BiNOOpPaKCHHS 3aJa€ThCS HACTYIHUM BU3HAYCHHSIM
[14].

Busnauenns (BimoOpakeHHS TOKpUTTA (orapudmivamii mimmmc). Hexait

G Gyne kinuesoo abeTpakTHO0 TpyHow i < =[A.A] Oy/ie MOKPUTTAM THITY

=|&,,8,,..8 =[I,r . =1.

(rlarzv"-yrs) TSt G3 A |: i119%,2 |,r,j|, e m lelrl' Hexaii m, ll
i-1

m=11,r i=2,.

! =100 S TlocnigoBHocTi A HA3MBAIOTHCS OJIOKAMHU; BEKTOD

(hhent), T=[A] @@=

T

, a JIOB)XMHAa BH3Ha4Y€Ha sAK

[No3Haummo * KaHOHIYHY OiEKIIit0

T, xU, xexl = 7 doren J) =200 my
il 2 s i=1 .
Toxni crop'exTrBHE (OiekuiiiHe) BiToOpakeHHs a'l m > G

a'(X)=ay, -a,, -ay

€ IHIYKOBaHUM
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- - -1
re Ui v 1) =74 ()
Hexait © kinnesa neaGenesa Ipyna 3 HETPHBIANBHHM LEHTpoM Z , Taka II0

G qe PO3KJIAIa€ThCS HAL Z. [Ipunyctumo, BiH Z nocuts BEJIMKUH, TaK IO MOIIYK
3akinueno Z € 0GUHCIIOBAIBHO HENPAaKTHYHUM. Y OUIBII 3aralbHOMY BUIAJKY,

a=[A,.. . . eG
SIKIIIO [A“ ‘A%] € Jnorapu(MiyHIM MIiAMKUCOM, TO KOXEH E€JIEMEHT 9 S
MoOKe OyTH BHUPaXCHHH OJHO3HAYHO (IPUHANHMHI OJHUM CIIOCOOOM) SIK TOOYTOK

-a-a,--- ! a=|A,..,
bopmu g=a-8a , U 3 €A . [Al &] Ha3MBAEThCA TPOCTUM
(TaxkuM, 10 PO3KIANAETHCS HA MHOXKHUKH), SIKIIO HABEJICHY BUIIE PO3KIAAKY MOXKHA

JOCATTH B ToiHOMi mupuHo©0 W [G 10].
Kpunrorpagivna rinotesa, sika € OCHOBOIO JJISI KPHUIITOCUCTEMH, TIOJISTAE B TOMY, IO

a=[A A, Al=(a,)

AKIIO — BHIAJIKOBE MOKPHUTTS Ha «BEJHMKE» BiNOOpaKeHHs
Sua G, 1o smaiiru npoobpas Wk s nna Gyme-skoro enemeHTa
ge G . o s

BitHocHO ¢ € Hepo3B’A3HOI0 MPOGIEMOIO.

OpHa 3 KOHIETIH CeKPETHOCTI JICKUTH Y IUIOMUHI 3aCTOCYBAHHA allepPiOaMIHAX
norapumivanx mianucis. KoHcTpykmii anepioguyHuX JOrapupMIiYHAX MiAMUCIB
mupoko mpexactasieHi [9]. JochmikeHHS Ta OLIHKH BHKOHaHI B [9] € mocuth
ONTUMICTUYHUMH. ICHYIOTH TakoX MUTaHHSA A0 KpunroaHanilsy MST mos'szaHi 3
IPYHOBOIO anredporo. MM TYT OIycKaeMO TOHKI NMHTAaHHs aHajli3y OCHOBHHX aTak,
X0ua JIeTajll 9acTo € CYTTEBHMH.

Peanizanis kpunrocucremu MST Ha Maniii rpymi Pi ekcriryatyroTs ifero, Mo Ha
OaratonapaMeTpUuHii Tpymi BEJMKOr0 TMOPSAKY MOXKHAa OTPUMATH XOPOIIi
XapaKTepUCTHKH peati3alii Ta cekpeTHocTi. Mama rpyma Pi Bu3HaueHa Han

— 2m+1 oM
KIHLEBUM ToeM ¢, q=3 IS IEKUX m> 0i t=3 sk [15]

Ree(q) = (@), 809, 7, h(2),1"|x e F,, A e Fy)

[igrpyma U (@) Ree(q) BEPXHIX TPHKYTHHX MAaTpUIb Mae

NpeaACTaBJICHHA

UL Tpynn

U (@) = (9,809, 7| x € F, )

Kosen enement (D) voxe OyTH BUp)XCHHH YHIKaJIbHUM YHHOM
S(a.b,c)=a(a)B(b)y(c)

a,b,CEFq}

(@)=

U(q) ={S(ab.) , F o
OTXKe , 13 IIbOTO BUILIMBAE, 110 . Kpim Toro,
, 1 11e TIOKa3yI0Th IPSAMi 00UUCIICHHS

U(a) Ree(q)
S(al’bchl)S(aZ vbz vcz) = S(a1 +a, -b1 +bz _a1a§t G +G, _azb1 +a1a231+1 _afazm)s
S(a,b,c)™" =S(-a,—b—-a**",—c—ab+a*"?)

€ CHJIOBCBKOIO 3-ITiIrpymnoro

10
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- Z(U())= {S(o,o,c)\c c Fq}.
Ree(q)

[igrpyna U@ Ui Majuoi  Ipynu Mae OUIPIIMH  TOPAIOK
ordU (q)=¢° . . . .
HDK nopspok rpynun  Cysyki. I'pymu  Cysyki, sKi  Takox
BUKOPHCTOBYIOThCS B KpunrocucreMax MST3, izomopdHi mpoexTnBHIN miHIHHIN
. PGL(3,F, =2q? =2". 2
rpymi ( q),z{e q 2q°, G =2 1 Ma€ NOpsIOK q.

[pomo3utiist A cxeMu MU(PYBaHHS HA OCHOBH Maioi rpymu Pi Ree(q) e
HacTynHe BimoOpaxkeHHs [13]. lani mpoaeMOHCTPYEMO OCHOBHI KPOKH aJITOPHUTMY
mudpyBaHHS.

Kpok 1. I'enepauia knwouie

U(q)={S(ab,c)la,bceF = 32m+ —
Bxio : BenuKa rpymna @ { @bojfabee q}, q=3 ,m>0 t=3"

i ; > a,y 1. ; :
Buxio BIAKPUTHUU  KITFOY [ 4 ]13 BIANOBIAHMM  3aKPpUTUM  KIHOYEM

[8.(tyret)]

[MoGynyemo aBa MpocTHX JorapudGMIiTHUX MiIHC:

By = I:Bm),---, Bs(l):l = (bij )(1) = ( ) By = [ 1(2) Bs(z)] = (bij )(2) =3 (O'O'bu(z))

| PSR - bh.eF _
- (5o s(k)) = :Ls(k) i=Lry bweR k=12 xoopmrar D i €
IMoGymyemo 1Ba BI/IHaZ[KOBl HaKpI/ITTﬂ

ty =[ Agyrn A ]= (3 )(1) =5 (80, 2, i, ) @ =[ A A ] = (3 )( =5(0.3,,.20,)

TOr0 €aMOro THIly, WO i P k=12 o mercrsenmo a; sU(@,
A, + Ao, » K. € Fo \{0}

Bepemo fog gy -+ Lo €U \Z G = S( i, *ligo, rt.(k)c) Giw, €Fy /{0},
1=0, S(k) 1=1 3 k =12; Lo e T2 06UMCITUMO

Yy = I:hl(k)’ B s(k)] ( ) (I 1)(k)f ((aij )(k))(bij )(k) ti(k) I_].,S(k) J_ |(k)
f(s(ab.c))=S(0.ab) k=12
[ﬁ(k)’(tom"“'ts(k))l k=1,

f .
ne € romoMopdizm

N

BuxigHuii BIAKpUTHH KITIOY [f,(ak,y I‘)]i 3aKpUTHH KITFOY
Kpok 2. Lllughpysannsn

=S(0'm2'ma)Ta BIAKPUTHI KiTI0U [f'(ak’}/k)]. k=1,
Buxio : 3ammppoBaHuii TEKCT (yl’ Yar y3) nosigomnenns M

=(R.R,) RuR €7y

Bxioni oani : 1oBiIOMIIEHHS

bepemo Bunaakosuit
O0uucIMMo
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ADVANCES
IN INFORMATION-CONTROL SYSTEMS AND TECHNOLOGIES

Y1 :a‘(R)'m:%‘(Ri)'azl(Rz)’m’ Y, :7/I(R):71'(R1)’72 I(Rz) , s = f(a2‘<R2)).
Buxin (yl’yz’y3).
Kpok 3. lewmuucppysanns

Bxionwi  Oami . 3amudpoBaHMii  TEKCT (yl’ Yar y3) i ocobuctuit K04
[ﬁ(k)’(tc)(k)""’ts(k))] k=12

. ) me A( P, ) . .
Buxio : TNOBiZIOMIICHHS, O BiAmoBizac 3amuppoOBaHOMY TEKCTY

(Y1 Y2, ¥s)

[1l06 posmmdppysati MOBifOMICHHS ', HAM MOTPIOHO BiJHOBHTH BHITaIKOBI

ay, (R)

qrcia RZ(R“RZ). TTapamerp BiJIOMO 3 Yi i BIH BXOIUTH IO CKJIAIy

JPYroro KOMIIOHEHTa 3 Yz,
O06uncmmMo

DY (R, R,) =ty - Votiyy D'(R)=T(¥;) DP(R,R,).

BinHoBumo R 3ﬁ w (R) BHUKOPUCTOBYIOYH By (R) . 3aGepemo 7'(R) i3 Y2
;1) = 7/1|(R1)71 Y. =7, '(Rz)'

O06uucamMo
D?(R,) =ty Vobiisy, D'(R)=D?(R,)y;" =D?(R,)

. R,)"
i BiTHOBUMO R, 5 P (Re) BMKOPHUCTOBYIOUM P (R:) .

-1
. R = R . . m=q«a' R .
BigroBumMo (R.R,) Ta OTPUMAEMO TIOBiHoMITeHHs ' Bix Yi (RuR;) Vi
KopekrHicTs Takoi peamizarmii nokazado B [13]. PosrmsnyTe mmdpyBaHHsS Mae
KiJIbKa CyTTEBUX HENOJIKIB.

. . R R, , .
IMo-nepiue, B anroputMi mudpyBaHHs K04l 1Ta 2 € caabo MOB'I3aHUMH i
JOMYCKAIOTh aTaKy IOCTIJOBHOTO BiJHOBIEHHS KIOYiB. BigHOBIECHHSA KiTfoda

R " . ' .
1yepe3 aTaKy rpy0oi CHIM Ha OCHOBI Iepebopy R MOXXHa BUKOHATH Ha OCHOBI

all(Rll) a

obGunCIeHHS 3 HACTYITHHM ITOPIBHSHHSAM 3HAYCHHS i Yy KOOpAWHATI

TOMyH_IO:
Y, :oz‘(R')~m:S(a(1)a (R").ay, (R)+ag, (R, ')+mb,*)
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. ! . R .
[epebip Ta 3HAXOMKEHHS R HE 3aJIe)KUTh BiJ 3HaYeHHSA 2 . BigHOBIIEHHS

xmowa N2 MoskHEO uepes obuncieHns 2 (R Ta MOPIBHAHHA 3 Y3 y KOOpAUHATI
¢ ¥s=T('(R,"))=5(0.0.a,, (R,))

. .R= 2
VY 1npoMy BUNAJIKY CKIaJHICTh aTaKH Ha KII04i R=(R.R,) CKIIaJa€ q .

ITo-npyre , anroput™ IU(GPYBaHHS HE BUKOPHCTOBYE BCIO O0JACTh BU3HAUCHHS
U,(a)={s(O.b,0)b.ceF,}

rpynu  Pi, a TimekM TOXimHY Trpymy
U, @] =q°

JKa Mae€
2

m=q

, 110 BU3HAYA€ PO3Mip HOBIOMIICHHS ITiJl 4ac IUPPyBaHHS | |
4. HoBuii moKkpameHui aJiropuTM

VY HOBIiH peani3anii KPUITOCHCTEMH MH YCYBAa€EMO ILii HEJONIKH . MU pO3IIUPHIN
U(a)={s(abo)abceF,}
3

norapuMidHMi mignuc Ha Bclo  Tpymy  Pi

!

v@l=a’_ . . -
Ta 3MIHWIM aJrOpUTM IH(PYBaHHSA TAKUM YMHOM 1100 3B'S3aTH KIIOUi

JOTapuPMIYHAX MIiAMKCIB Ta 3aXUCTUTH BiJ aTaKd IMOCIiJOBHOTO BiJHOBICHHSA .

Hamra mpomo3uiist mossirae B BUKOpUCTaHHI Majol rpymu Pi mmst mudpyBaHHs Ha

U= {S(a,b,c) ab,ce Fq}

MOBHIH  Tpymi 31 TOB'I3aHUMH  KIFOYaMH

3
R=(R,R\R) oy CKIIQJHICTIO aTaKd Tpy0oi CHiti 4 . [Iporroryemo omuc cxemu
3 MTOCJIJOBHUM KPOBaMH BiJATBOPEHHSI.
Kpok 1. I'enepauia knouie

U(a)={s(ab,c)

a,b,ceF, = 32m+l _am
Bxio : BenvKa rpymna < q} q=3 .m>0 t=3"

. . . a,y, . . .
Buxio : BigkpuTHH KITIOY [ 7 ]13 BIJIIOBIIHUM ~ 3aKPUTUM  KIIIOUEM

(4.t t)]

. .. . ﬂ(k):[Bl(k)""'Bs(k)]:(blj)
Bubupaemo mpocti  jorapuMiuHi  migmucu ® ne

(bij)(k) cU(@ Ty (rl(k)""'rs(k))] i =1s(k) J=1rg , by € F K =l,_3_

(b;)

a b

() Mae 3HAYEHHs JWIIEe B OMHIM KoopauHati ¢, “, abo

BianoBiaHo. Hanpuknan (b'j )(1) - S(bij(k)a '0’0) .

I'pynosuii enement

c
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g =[ AgAw = (3 )( » =5 @y, B0, 00, )

Bubupaemo BUDagKOBI HAKPUTTS TUX

caMUX THIIB, 0 'B(k) , e & eU(q)’ Bic0,» i, Byco. € i \{ }. 1=0, S(k).
J=1%, k=13

Buupacmo toy by s o sy €U NZ , tigy = 5("i<k)a g, B, )
tigw b, tico. €F/{0} i=0,5(k) k=13 toen =togy k=13 .

) , . Taxki, mo
[Mo6ynyemo romoMopdi3M, BU3HAYEHHI HACTYITHUM YNHOM
f,(S(a,b,c))=5s(0,b,c) f,(S(ab,c))=5(0,0,c)

IIpoBexemo HacTymHI po3paxyH1<n

Yo =[Py iy ]=(h )(1) tetne (2 )(1) (by )(1) Gy i =l,S(1) i=1 ri(l)

7<2>=[h1<2) """ s(z)] ( )(2) Lt 1)(2)f((aij)(z))(bii)(z)ti(z) I—l,S(Z) i=1 .(2)

Yo =[Py ] = (hy )(3) titue T2 ((aii )<3>)(bu )<3> Ro) i:],s(3) =11,
aﬁj(l)blm) :S(aija)a’aij(l).,'au(l)c)S(b-jl '0'0) ( i, TP, ® )
f, (3 )by = (O &2, au(Z) (O ) (O A2y, P52, Bjca, )

£, (B )Py =S O 0,8, S(O 0, bu(3) ) (0 0,85, +by(a), )

(bta)] k=13
Buxiguuii BiakpuTHil KITrou [fl' fau (@ k)]i 3aKpUTHH KITIOY [ﬁ(k) (to(k) S(k)) , k=1 .
Kpoxk 2. Lllughpysannsn

eU(q)Ta m=S(m,,m,,m,)

Bxioni dani : oBinoMIIeHHS BIAKPUTHH KITIOY

[ f Go@er) ]| k=13
(Yo ¥ar¥s) m,

Buxio : 3amm¢poBaHuii TEKCT TTOBiJOMIJICHHS

= Z =
Bubupaemo BUNIAIKOBHIL (RiRy.Ry) , Ree 2l k=13

mudpyBaHHs Yepe3 BinoOpaKeHHs

R':ﬂ'(Rl, Rz! R3) :(Rll’ RZ I’ R3 ')

. OGUHUCIIIMO KITHOY

O0uucIMMo

y=a'(R)m=a'(R")a'(R")a'(R')m

OOYHCTIOBAIBHUI KOMIOHEHT Y .

P(R)=7n'(R) 7' (R) 7' (R).
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IN INFORMATION-CONTROL SYSTEMS AND TECHNOLOGIES

s(1) s(2) s(3)
7(R)=S|tyy "+ D (u(l u(l)a)”s(s)’ > (au(zn, ﬁu(z) DY (aijw)c*ﬁij(su)**]

i=1,j= R\(l) |:1‘]:R‘(Z i=1, j:R,(a)

Y, ZV(R)‘ f, (asl(Rs))' fl(a3'(R3))- fl(azl(RZ))

1

e
s(k) s(k)
fila'(R))= T1 S(Ry09,00.0) =S| >y, **
i=1,j=R. i=1, =Ry k=23
s(k) s(k)
fz(akl(Rk))z_ _ $(0.2y4,.0)=$ 0, > 34,0
i=1, j=Rj () i=1, =R k = 3
. s(1) 5(2) s(3)
¥, =3|% 7*2 Z 80,7 2 B tlar 2 (u + By ) Y B,
k=1i=Lj=R;y) i=Lj=Riy i=1,j=Ry5) i=Lj=Ri(5
s(3)
> (aius)ﬁﬂij(s)c)“
=L R

OO6UHCITIOBAIILHUN KOMITOHEHT Ys .
A(R) = all(Ri)’ fl(az I(Rz))' f (as'(Rs)) i Y = ;I’(R) fl(a3 ‘(Rs)) fl(az '(Rz))’

aec

s(k) s(k) s(k)
fi(a'(R))= 1 s (0- STONIC TN ) =S [0, 2 B, 2 R, ]
i=1, =Ry i=1,=Rigq =1, =R
ISt k = 2, 3 1
3 s(k) 3 s(k) 3 s(k)
Ys=S| 2 2 @y, B, +% D Bigo, T
k=1 i=1,j=Ri(, k=2i=1,j=Ry(, k=2i=1,j=Ry(y,
Buxin (Y2 Yzs¥a)
Kpok 3. [lewtughpysanna
Bxioni Oani : 3amMppOBaHMN  TEKCT (yl’ Yar y3)i 0COOHMCTHH  KITHOY

[ﬂ(kw(tom"“'ts(k) )J K =13
IS A(P )

Buxio : moBigomiieHHs, */ 1m0 BiANOBiAa€e 3alIU(GPOBAHOMY TEKCTY

(Yo ¥2:¥s)
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ADVANCES
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[1l06 posmmdppysati moBigoMICHHS M

quema R = (RiRe. Re)
O0uHCINMO

, HaM TOTPiOHO BIJHOBHTU BHIAIKOB1

D(R,, R, Ry) =ty Y, Y5 oy

3
D(R,,R,,R:) tODS[tO ) Z B, + Z Biw, +tswr**)

k=Li=1,j=Ry i=L,j=Ry

3 sk) 3 s(k) 3 sk) - . s(1)
S| 2 2 B, tY, D B, t*| L =S _ Z Biw, +l**)
1=1,

a
k=1i=1, j=Ri(y k=2i=1,j=Rj(, k=2i=1,j=Ri(, =Lj=Ri
s(1)
R, B (R) = Z Fiw, B (R )*1
BimHosumo ' 1 3 =R BUKOPHCTOBYIOUM ' @ , TOMY

o A € mpoctM . Jlnsd MOJaNbIIOro po3paxyHKy HEOOXIIHO BHIAIUTH

KOMIIOHEHT * 1 ‘( Rl) Y24 ( Rl)

O06yucIMMO

ygl) =N (R1)7l Y2=7, I(Rz)J’a I(Rs)' f, (as I(Rs))' f, (as '(Rs))' f (az I(Rz )) =
o 3 s(1) s(2) s(3) s(3)
Sty t2 2 B, Thar X (aij(zn, +ﬁij<2)h> DIRETELED) (aij(su + B, )+* .

k=2i=1,j=R;q) i=L =R i=L j=Ri(s) i=L j=Ri(q)

BiO BiO Ys .

i

ya(l) = '(Rl)il Yo =T, (0‘2 '(Rz )) f, (053 I(Ra)) f, (aa '(R3))' f, (az I(Rz )) =
S(i g‘j &j k), 23: g‘i &, +**Z3: g‘j TON +*J

k=2i=1,j=R;(, k=2i=L =Ry, k=2i=1 =Ry,

[ToBTOpUMO OOUHCITEHHS IS ( 2! R3)
D(R..R.) =to(2)yz(” (y3(1) )71t57(13) :to(z)}’z'(Rz)Yal(Ra)‘ f, (aal(Ra))' fl(aal(Ra))' fl(az '(Rz))
(' (R))- e (R (' (R)- o ( (R.) 8 =
5(3)

tom}’z'(Rz)}’a'(Rz)'fZ(asl(Rs))fi(asl(Ra))il fi(“z'(RZ) Ly =5(0 Z Biw,» > (au(zﬁﬁumn)ﬁ].

i=Lj=Ry i=Lj=Ri3)
s(2)
/’7<2>(R2)=_ Z Fiw, B (R )*1
BizHoBumo 2 3 =LI=Ra BHKOPHCTOByfouH ' (2172

TOMY IO A, € TIPOCTHM .
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ADVANCES
IN INFORMATION-CONTROL SYSTEMS AND TECHNOLOGIES

ygl).fl(az'(Rz)) _—

.
BuiaiuMo KOMIOHEHT 72 ( 2) BiZ Big

v:? =7"'(R, ) v =7:"(Ry)- f (a3 (R )) (as'(RS))- fl(az'(Rz)):
N 3 s(1) s(3) s(3)
S| toy 2 Z A0, Tl Z Ay, T Z (aij(a)ﬂ +:3ij(3)c)+*

k:2i:1,J:R,(1) i=1,j=Ri(s) i:l,]:R.m
1

Y3(2) =1 (az '(Rz ))71 ys(l) =1 (a3 '(Rs )) f, (a3 '(Ra )) f, (az ‘(Rz )) =
3 s(1) s(3) s(3)
S| 2 2 @, X e, TR D (aij(s)c + Pijca). )+*

k=2i=1j=Ri, i=1, =Ry 3 i=1,7=Ri(3
_ @ (y @) 1
oumemmo PR =t@? (1:7)
-1
D(R,) =to(3)yz(2) (yam) t;(ls) =tya)?s I(Ra) f, (aa .(Rs))' fl(a3 I(R3)>‘ f1<a2 ‘(Rz ))

(fl(azl(Rz))fl(aal(Ra))'fl(“z'(Rz)))1ts(13)=73'(R3)f2(0‘3'(R3))'fl("’s'(Ra))1=S[0'0' gﬁ ﬁij(s)c]

i=1,j=Ri(3
BinnoBnmo Ry 3 Bo (R) BHUKOPHCTOBYIOUH B (Rs)
Mu oTpuMyeMO R'=7(RuRo R) = (RRR) § pinmosimo mosinowers M pig Yt

~a'(RORAR Y,

5. O0rpyHTyBaHHSI KOPEKTHOCTi OTPUMAHUX Pe3yJIbTaTiB

Hacrynauii npukian 1eMOHCTPYE KOPEKTHICTh OTPUMAaHHUX BHPa3iB.

BizeMmemo miarpymy v@ :{ Ree(q)
q=3 g(x)=x>+2x+1 t=3

) Fy
IVl TPYyIH HaJ ,
L. B k = 1 .
Jlorapupmiuni  mignucu , B Ipymi BiJOOpaXeHb BHM3HAYAIOTH
biJ'(k) a,b,c ( 1k) 1 s(k)) .. .
KOODAMHATH Y Tumm norapudMivHi  miaIMCH

B BUOWPAIOTBCS CaMOCTIifHO. Bu3HaunMo nmorapudmivHi mianucu B , k :1’3 M,
2
(hy ey B Tay ) = (3.3.3°.3)

1o MaKThb THUIIN
('1(2) TORRETRS ) = (3' 3,3 ) ; ('1(3) 1@y ) r4<3)) = (32 3,3, 3) .

Macus

i) cxnamaeThes 3 MAMACHBIB 3 KITBKICTIO PAIKIB, IO JOPIBHIOE i) Bu moxere
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S
i i iz i =0
BUOpaTH OynAb-SKy (parMeHTamil0o MachBiB 3 yMOBOIO = . Y Hamomy
=9 b; Fy
BUITQJIKy MH MaeMO '~ . Koxen psnok " € enementom momst  * .
Bumorn nmo moOynoBu MacuBiB JiorapuMidHMX mignuciB ommcani B [16]. [l
HalOr0  NPHKIAZy MH  BHUKOPDHCTOBYEMO  KOHCTPYKIIIO 3  IIPOCTHMH

. . =By By B =13
sorapudMivHUMH Tianucamu. Mu no6ymayemo P [ 120 3(")], k 1'3,
MarOTh HACTYIHI BiOOpaXXEHHS Y BUTII PSIIKIB Ta €JIEMEHTIB IPyIH

Tadamus 1

SIK1

B = [Bl(k) +Bag» BS(k):| = (bij )(k) (bu )(k) eU(q) k=13

Biw ( b”_ )(1) Bia ( bij )(2) B (bu )(3)

00000 0,0,0 00000 0,0,0 00000 0,0,0
10000 a%,0,0 10000 0,0°,0 10000 0,0,0°
20000 a'?1,0,0 20000 0,00 20000 0,0,a**
B2(1) Bz(z) 01000 0,0,(11
10000 a%0,0 20000 0,010 11000 0,0,0%
01000 a',0,0 01000 0,040 21000 0,0,0°
12000 a'%,0,0 12000 0,a'%,0 02000 0,0,0%
Ban 00100 | 0,630 12000 | 0,0,a%
10000 a%,0,0 01100 0,00 22000 0,0,01%
10100 | o®5,0,0 02100 | 0,650 Bag

22200 a’*'0,0 00200 0,00 10000 0,0, a®
00010 o’,0,0 21200 0,a%,0 01100 0,0,0.°
01110 a',0,0 12200 0,0%,0 00200 0,0,a'#
11210 a®,0,0 B3 Bsg)

22020 a®,0,0 02200 0,00 21200 0,0,a*
01120 a'?,0,0 02210 0,0°%,0 20010 0,0,01
22220 a*%,0,0 01020 0,a'%,0 11020 0,0,0%
84(1) 02001 O,alG,O BA(g)
20120 o*,0,0 02111 0,0°Y,0 02000 0,0,0%
20221 a*,0,0 22221 0,a*,0 21001 0,0,a"

21122 a®,0,0 20002 0,0%8,0 00002 0,0,01%
12112 0,0*,0
21122 0,0%,0

. . Q,
Ha HACTYIIHOMY KpOIIl I'€HEPYEMO BHIIa/IKOB1 06KH3.,I(I/IHKI/I k JJIsL TOTrO caMoro

B ’ k :1’_3

o =[Agr A ] = (3 )<k) =5 (0.0, 0. ) )
e i eU(Q), 800, &, o, € F \{0}, i=1s(k) J=Lfg k=1’_3'
a, =S (aij(k)a 1 &y, » i), )

THITY, IO I

VY mouni BimoOpakeHHs Ma€ HACTYITHUHA BUTIISAT
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Taéanus 2
2 :[Al(k)’""As(k)]:S(aij(k)a’aij(k)b’amk)c)
k=1 k=2 k=3
Ay A1) A1
a92,a114,a205 aGﬁ,alzg a44 a121>a3>a105
a1725a1165a227 (141,(1183,(1126 a965a697a39
a210’a111’a193 alz,a3,a156 a195,a180,a34
A2(1) AZ(Z) 0.113,0.68,(1109
aZO agljalﬁﬂ (175,(1158,(131 a1197a1757a207
(1228,0.106,0,39 UZO,QZBB,GHW 0~189>G/212>GIZZ4
a1005a45’a156 a49’a111’a27 a211’a171’a40
A3(1) u176’a136’a61 0~215,(’4157,(’47
(1164,(152,(1207 (1138,(121,(1164 (1230,0.14,(144
(117,(1228,(185 (’,15,“90 az A2(3)
(138,(185’(138 (’,154,0176 a159 0~36,0~126,0~
alOG’(XZﬁ’a12 (1163,(1172,(1206 a167 (125,(1100
(196,(1160,“42 ul,algo’alsll 0,210,(’411,0.135
(1241,(1190,(1100 A3(2) A3(3)
(111,(1163,(1110 (’,68,(1118 a179 0,32,(1142, 94
allo’alza’a152 alzl’aml’alsg 0~224,(’4166 43
a199’(xl34’(x81 (163,(145,(1226 (1218,0.128,0.164
A4(1) uag,alfﬂ,uzog A4(3)
o 157’ (139, 169 o 191’ o 124’ (149 o 156’ 58, 147
(1156,(179, 102 [l32,(1204,(1,139 0~153,(1410,0“54
(1126 110 238 (’.20,(193,(148 (122,(18,(149
(’.56,(1123,(1125
U,34,(I89,(191
Bubupaemo o g -+ g €U (@12 BHUITAJIKOBHM i k=1, , Hexai
Taoauusa 3
tO(k)’tl(k)""'ts(k)eu(q)\z S(k) k=1
) )
k=1 k=2 k=3
((1 14’a 169,(1, 59) (a ,U, (1106) (a52,a125 (’,228
(a14 aZUG 63) ((1. ,(1. a44) (a117’a143 (1.78)
((1154’(1 38) (a43’a54’a29) (a159,a207,a74)
((1 ’(1 ,(177 (a52’a125’a223) (QZZS,alll,a225)
(a 109,(’. 106) (a196 (1.164 (1.2)
o) l’ti(k) ) ,ts(k)leU(q)\Z’S:3’k21,3
(a ,(’. 19) ((1. ,a (1.150 a173’0’a117
(a ,(7. 37) ((1. 142’(1118,(134) (a238 (1.237 118)
((1 (1136 61) ((l ,(I (1222) ((138 o 5 50)
(a ,(7. (x174 ((1. 173 0 (x117) ((X ,(1. 37)
(a 230, o 150) ((X 75 , (X 123)
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}/k’ k:l,33

HacTymHuM KpOKOM € 00YHCIICHHS] MACHBIB
OTPUMY€EMO

a2 YMOBOIO IIPHUKIIALy

Yoy = [hlu) e hs(l)] = (hij )(1) =titya (aij )(1) (bu' )(1) bty i=14 j=1 T
Yoy = [hl(zw"-v hs<2>:| = (hii )(2) =tilne b ((aij )(2) )(bu' )(2) Loy j= ]_,_3 =1 fi2)
Yo = [hl(S) s hs(s)] =(h, )(3) =t o ((aii )(3) )(b” )(3) ba j=14 J=L1rg,

o = SN0, + N, » Ny =13
V romi simoGpakenns ¢ (M0, Mo h‘(k)°), k=13 \ac HACTYIHHA

BHIJISIA
Taoauus 4
e = SMya0, Mo, Mico.) k=13
,
h i h e h g
a92’a18,a72 0,91,0,155,0,100 0~93’0~176’0~223
(1182’(122,(190 aQI’(XllG’(XBB (193,(1176,(129
a143,a35’a128 0,91,0,153,0,91 0~93’0~176’0~28
hZ(l) h2(2) (193,(1176,(138
(141,(1130, 59 a110’a176’az19 (193,(1176,(1110
a35,0,140,0,49 0,110,(148,0,140 0~93’0~176’0~127
(181,(1205,(186 allo’a34’a61 (193,(1176,(1179
l’3(1) allO,UIZS,alllS 0~93,0~176,0“185
(170,(124,(1216 (1110’(125,(1217 (193,(1176,(1186
a20’a64,a183 0,110,(135,(1241 h2(3)
a200,u162,a124 0,110,(11,(111 0~77’ 86, 149
(180,(1164,(1140 (1110,(127,(15 (177,(188, 52
a136,ﬂ,118,(l149 0,110,(163,(1137 0.77,0.86,[’,57
o 191’ a 77, (XS h 32) Y33
(XGZ,(XNA,(XN (188,(1145’(1196 0~160, 107, 99
a46’a229’a156 0,88,(1174,(1148 0ulfio,ﬂ‘107,“‘128
(140,(163,(1237 (188,(1156,(129 (1160,(1107,(159
h4(1) 088’(!118’(112 ‘43@)
(1203, 77, 16 (188,(1228,(163 (1129,(160,(188
alA’ 137’(1162 (188’(128,[177 alze,aso,alss
(XZZZ, 90’(1128 (188,(1156,(114 a129’a60’a196
(188,(1186,(141
(188,(1162,0,190
Hanpuxnan, Hexai R =209 My OTPUMYEMO HAcTynHY 0a30BYy (hakTopu3aLiro
2
st 3a71aHOr0 THITy (|’1(1)1r2(1)1r3(1)1r4(1)) :(3,3,3 ,3)y dopui

R = (Ri(l)’ Row: Regys R4(1)) =(2,052) e Rig) + Ry 3+ Ry F+ R 3= 209.

O0uucIMMo 71

20



ADVANCES
IN INFORMATION-CONTROL SYSTEMS AND TECHNOLOGIES

" (209 _ hl(l) (2) h2(1) (0) ha(l) (5) h4(1) (2) =3 (0{143’1135’(1128)5 ((ZM,(ZBO,(ZSQ)S (algl a77 a )S ((1222,(190,0128) _
S (as a123 (141).

@) B2

= oy =(3,3%,3
Bubepemo R, 81. MU OTPUMATH Ul a TUILY (1(2) ) ( )HaCTyl'IHy

(axropu3zariiro

R, _(Ri(Z)’ 2(2) 3(2)) (003) 81

i sHavenns 72
7,(81) = hyz) (0) hyz) (0) hy o) (3)=s ( e, a”) .

R, =129 R, = (R1(3) , R2(3) ) R3(3) , R4(3) ) = (3’ 2,1, 1) =129

Hexann ° , MH Maemo
(r1(3) EEREOIKO ) - (32 33, 3) Ta 3HaueHHs /3
75 (129) = hyg) (3)My(5) (2) My (1) ey (1) = S (0‘94 o, 0‘30) .

[epeiinem 1o KpokiB muppyBaHHS 1 ASMUPPYBaHHI.
Kpox 1. Lllughpysannsn

JJIA

THUITY

meU(q) m=S(m,,m,,m

Bxioni Oawi : TOBIIOMJIEHHS C)Ta BiIKPUTHIA

[fl' fzi(ak!yk)]”k:ly_?’

K041

Buxio : 3ammdpoBaHuil TEKCT (yl’ Yar y3) nosigomnenns M .

5 m:(aloiazo’am):S(am’azo'aw)
Hexaii .

Bubepemo BumaakoBuit R=(R.,R, R;) =(209,81129) BuzHaunmo BinoOpakeHHs

JUIsl M pyBaHHS KIIOYiB y Billeo
=7(R,R,,R)=(R;,R,,R) = (129,81, 209)
OO6uncnmMo 3amudpoBaHuii TEKCT

129

Hns Ry = MH OTPUMYEMO HACTYIHY 0a30By (haKTOpH3aLilo IS 33JaHOTO THITY
2 _ —
('1(1) Dy r3(1)) = (3, 3,3 ,3) y dopmi R = (Rl(l)’ Ry Ragy» Ragy ) = (0,1, 511) ’
o R+R3+ R,3*+R,3" =129
R, =209 .
st MU OTPHMYEMO HACTYMHY 6a30BYy (paKTOpU3allifo Ui 3aJaHOTO THITY
(h o B Fawy ) = (3,33, 3)
R, = (Rl(l), Ry Ragy: Ragy ) =(2, 2,1, 2) (R+R,  +R3+R,3" =209
v=a'(R)m=a"(Ry)-a,'(R, ) a,'(R)-m= S( 1e 102,0:224)

OG'-II/ICJ'II/IMO

hopmi
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V(R):}ﬁ‘(Rl)‘}’z'(Rz)'}’a'(Rs): s(asvam’au)S(gms’aug’aﬂ)S(agzx’azzz'aso):S(am’am'az:s)i
JPYTHil KOMIIOHEHT IU()POBAHOTO TEKCTY
¥, =7(R)-f, (as'(Ra))-f (aS'(Ra))~ 1‘1(012 '(Rz)) S(a138 o™ at )S(O a™, O)S( u am,am)

S(amo’azm az7) S(a a 222 aso)_

OO0UHCITIOBAILHUN KOMITOHEHT Ys .
AR)=a,'(R)- f,(2,'(R,)): fi(a'(Ry)) =S (a21°,a21,a1°3)8 (O, aﬁs,aue)s (O, a“,azn):
S(azm’am’azz)
=2(R) fl(oz3 '(R3))~ fl(oz2 '(Rz)) =S (azm,a“l,azz)S (O,a“,aw)S(O,aes,am) =
S(aglyalss,azm)_

oy, (aua o 0!224) Y, :(amo,azm’an) Y, :(a91’a155,a213)
Mu oTpumManu Buxin ,
Kpok 2. /lewmucppysannsn

(Yo Y20 ¥5)

Bxionwi Oani : 3amudpoBaHWNA  TEKCT i 0OCOOHMCTHH  KITHOY

['Bk'(twk)-"--ts(k))l k=13 .

Buxio : moBigmoMIeHHS, meU(a) OI0 BiAMOBiZae 3amm(pOBAHOMY TEKCTY
(Y1 Y20 ¥3)

{06 po3mmdpyBaTH MOBiTOMICHHS
qucia R=(R..R;.R,) .

O0uucIMmMo

M | Ham TMOTPIGHO BiTHOBHTH BHIIA/IKOBI

155 196 164

D(R. R, Ry) =to ¥,¥s iy :S(a“,aleg,asg)S(am a™a )S(agl,a ,azw)_lS(a % a )1
- S(asolassyasa)
B (R)=a” =(02101)

Mu otpumyemo
BigHoBneHHs R 0yI10 3po0IieHo paHiiie (Ri(l)' 2 3(1)' 4(1)) (0 15 l)
0J2/120] 1

2022 1.

0[2]10] 1 —2|0|122| 1 =1|2|21| O R 1 =( *,*,5,1)

121 21j0

12 [21]0 ~1]1 [21]0 =0[ 1| 00[0 R 1 =(*,1,5,1)

0] 1000

0]1/000-0/1/00[0=0]0000R 1=(0,1,5,1)

Jlis mojaneiiux 0O0YUCIIEHh HEOOXiJIHO BHUIAUTH KOMIIOHEHTH S i ! (Rl) 3

7n'(R) (Y2 ¥5)

33 POBAHOTO TEKCTY
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O6uucaMo
(1) =5 (Rl) Y, = S( ,azu)*l IS (aloo'a204'a27): S(a137,a187’a160)
i
y3(1) =q -(Rl)*l y3 =S (a210’a21’ a103 )*1 S (a91’a155,a213) =S (0’ alss’aun)
O6uncanmMo
D(sz R3) :tO(z) yz(l) (ys(l))’l t;(l:a) =5 (0(109,0(229,0(106)5 (0!137,11187,0’160)5 (06135,(163,0!10 )’1 g ((11%,(1164,0!2)
=3 (Oy alﬁsvall)?)

-1

_ 166 _
Mu oTpumMyemo Pr(Ry)=a™ = (22001).

B, (Ry) =™ =(22001)

1

Bukonaemo obepHeHi 00YHCICHHS s (R.) . Bubepemo rpynu 6itiB y BexTopi
2 o2

(r1<2)'---'rs<2)):(3'3 3 )

A(R)"

. R,
BigHoBuMoO 3a JJOIOMOT O

R) . . .
s ( )BH[HOBII[HO 0 THII Bukopucropyemo Ti K
Yy p Y

00YHCIIeHHS, 0 U Y IPHUKIaIi I
2|20| 01

0j20]01

2|20/ 01 —0J20/01=2|00| 00 R 2= (*,0,3)

2| 00/00

2|00|00- OO —2 |00j00 =0 00|00 R 2=(0,0,3)

ﬁz(R =2|20/01= (Riw' R2(2>'R3(2))=(0v013) R, = (Rl(z)' Ry R (2)) (0,0,3)=81
YO (e (R))

Bl}l

yéz) (Rz) yél) ( 105,0(149,062 ) -1 S (a137la187’a160) =5 (alsg,a136,a23)

i

y3(z) =f (a2 .(R2 ))*1 y3(1) -5 (0’ aea’alze )*1 S (alss’aes’am) -5 (alss’an’azu)
OO6uHCIUMO

D(Rs):to(s)YZ (y3 ) 5(3 S((Z o azzs)s(am a* )S(ams’an’am)’lS(awayam’az)’l

=5(0,0,0")

, 1 oTpEMy€eMO

.
BuianuMo KOMIOHEHT 72 ( 2) BiZ

Bi(Ry) = =(10212)
Bi(R)=a™ =(10212)
Bi(R,)"

Mpu oTpumyemo

. R,
BIZ[HOBI/IMO 3a JOIIOMOI'0XO

BukonaeMo oGepHeHI 00YHCICHHS . Bubepemo rpymu 6iTiB y BekTOpi

[N A AP 3?,3,3,3
ﬁ(R)BiZ[HOBiZ[HO IO THITY ( 13)r 237 36 4(3)) ( ) . Mu otpuMyemo
10121 2.

0olo]oj2
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10212/ 2-00]0]0]2=10]2 | 1 |0 R 5=( *,*,1,2)
20[0[1]0

102|110 -20/0] 1|0 =20[2|0 |0 R 3=(*,2,1,2)
00[2]0]0
20[2]0]0-00[2]0[0=20[0]0]|0R3=(2212)

A (R) " =10[21)2 = (R1(3), Row Recey: R4(3>): (221 2).
R, = (Rl(a) +Roys Ragays R ) =(2,21,2)=209

OTpuMa€eMO MOBiTOMIICHHS
1

m:a'(R)il yl:0‘3I(Rs)ilazl(Rz)il'af(RJi "Y1
=S(0{49 o azn)‘ls(azoo o 0{124)‘1

S(a144 o a173)*1s<a13 o azoa)
:S(ao,al,az).

m=(a’ a',a”)

Buxio : moBigoMiIeHHs

6. AHaxi3 Ge3nmeKkn KOHCTPYKUil
R=(R.R,/R;)

Po3risiHeMo ataky rpy0oro CHIIM Ha BiJHOBJICHHS KIIIOYa
MoskinBi TpH peanizanii Takoi aTaky.

Amaxa Ha wugppomexcm. Bubuparouu R=(R.R;.R:) MH CcrpobyemMo

po3mmdpyBaTH TEKCT y1|:al(Rl)'m:“1'(R1')’a2'(Rz‘)'o%l(Rsl)'m.
Ay = [Ai(k)’"" p%uo] = (aij )(k) =S (""ii(ma 1 &y,  &ij ), )

Haxpurtst BUOpaHO

(D
(04 .
BUITQJIKOBO Ta 3HAYCHHS ( ) 00paHO MHOXEHHSIM y Tpymi 0e3 KOOpAWHATHHUX

0OMexeHb . PesynbTaTMBHMIA BeKTOpa( ) 3QI€XKHUTh Bijl YCIX KOMIOHEHTIB
% (R1 ),a2 (R2 )’% (R, ) Ilepebip 3Ha4YeHbL KIIOYA R=(R.R:Rs) Mae

3
OLIiHKy CKJ'Ia}:[HOCTi q . I[J'li[ HpaKTH'—IHOT aTaKu HOBi)IOMJ'[eHHﬂ m TaK CaMO HE

3
BIZIOMO 1 MaeM HEBHM3HAUCHICTh Uil BUOOPY g . Ile pobuth aTaky Ha KIIOY

HEMOJXKJIMBOIO . SIKIO B3ATHM MOJENb aTakd 3 BiJIOMUM TEKCTOM TOJI CKJIaJHIiCThb
3

q .

aTaKW BCE OJTHO € PIBHOIO

Amaxa na wugpomexcm Y2, Bubepemo R=(R.R;.Ry)
Yo =7(R) £, (e5'(Ry))- fi (e (Ry))- fu (e, '(Rz))
o'(R)

IO CIIBIIAJAE 3

. YsaBUMO Y2 yepe3 KOMIIOHEHTU
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3 s(1) s(2) s(3)
Yo =8|t +Z 2 Ay, + Z Piw, +ts(3>'_ Z (aij(zn, u(Z).,) 2 Ay, T
1i=1,j=Ry) =1j=Riy =1,j=Ri(2) i=1,j=Ri(3)

s(3;

( i), + ij(3>c)+*J'

* .
TyT, ( ) KOMITIOHCHTHU BU3HA4YAIOTHCA 3a JOIMIOMOTI'OI0 NEPEXPECHUX PO3PAaXyHKIB

B TIpyIOBil omepaiii 100yTKY i noGyTky %, (R): A (Ri)mm
b gy, (R). By (R). 30, (R). B (R) c

KOOPIMHATH “ Ta HOOYTKY JUISL KOOPAWHATH
y

3HayeHHS KOOpJAMHAT *2  OTPUMAEMO OOYMCICHHSAMH HaJ  BEKTOpaMHU

i=1, j=Ri(3,

b Lo

%I(Rl)’azl(Rz)’%l(RS). Kitroui RiR,. R, € TOB'I3aHUMH 3MiHa OyIb -SIKOTO 3

HUX TPUYUHH JI0 3MIiH Y2 . [lepeGipHa aTaka Ha KIIF0OY R=(R.R;.R,) Mae OLIHKY
3
CKJI[JHOCTI g
R= R,,R .
Amaxa na wugppomexcm Ya, Bub6epemo (RiRy. Ry) O CriBmagae 3

Y = 4(R) fi(as'(R))- (e (R, )) Busnaumvo V3 4epe3 KOMIOHEHTH '(R) .
Mu otpumaemo
3 s(k) 3 s(k 3 s(k)

V=812, 2 @, 2 Z By, +H D D By, tE

k=1i=1, j=Rj(x) k=2i=1,j=Ry(, k=2i=1,j=Ry(,

3Ha4YeHHs KOOpPJIUHAT Ya

a'(R) 2 '(R).a'(Ry)

SKOTO 3 HUX TPUYMHH OO0 3MiH y3. [lepebipra araka Ha KIIOY

R=(R,R,,R)) . . q°

TAaKOX Mae OHIHKy CKJIATHOCT1
(to(k) oot )

saranpHOIO st MST kpunrocucreM i Juist obuucieHHs y mom 9 Haj HeHTpoM

O03HAMOMUTHCS OOYHMCICHHSAMU HaJal BEKTOpaMu

. R,,R .
. Kitroui R R\ Ry € TaKOX TOB'SI3aHMMH 3MiHa Oy/Ib -

(tO(k) 1 S(k) )

Amaxa wHa eexmopu [epebipra araka

v Z(G) , . q
pynu Ma€ OLIHKY cKknajgHocTi . J[ng Hamoro amroputmy mudpyBaHHS

0o0YHCIIeHHS TIATPUMYETBCS Ha BCI Tpyri | | Ta CKIagHICTh aTaku rpyboi

3
CUJTH Ha (to(k) ' m'ts(k)) Oy/le MaTH CKIIaIHICTh g
Amaka na aneopumm . OuiHka Takoi aTaku Oyae cripaBeUIUBa Juisl peastizamii
MST Ha Oyzab-sKiit HeKOMYTaTUBHOI IPyNH Ta BUMAarae OKpeMoro aHanizy . Lg araxa
Mae Oarato jgeTaieid, sKi IOB'S3aHi 3 YpPasJIHBICTIO JOTapH(OMIYHOTO MiINHCY Ta
MOJKJIHBO 3 TPYIIOBUMH OTIEPALIISIMH.
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7. BUCHOBKH JOCJTiIZKeHHS TA MOJAJIBINI HATPSIMH

Hara npormo3uitist moysirae y BAKOPUCTaHHI MaIUX Tpyn Pi st mmudpyBaHHS Ha
U(q)={S(abo)lab,ceF,}

3 MHOB'I3aHUMH  KIIIOUaMH
3
R=(R,R,,R . .
(R.R,, 3)Ta CKIafHicTIO araku Trpyboi cuam 9. Mu PO3MIUPUITH

o U@ ={s(abc)abceF,]
norapuMIiYHMHA IHANMUC Ha Bclo Tpymy Pi s

3
‘U (Q)‘ =4 Ta 3MIHWIN QJITOPUTM IIH(PYBaHHS TaKMM YHHOM , 00 3B'SI3aTH KIFOUi
JIOTapU(PMIYHHUX MIAMUCIB Ta 3aXMCTHUTH Bl aTakd IOCIIJTOBHOTO BiTHOBJICHHS
KIII04a.

B mopanpmoMy NHpOMOHYEThCS HMPOBECTH OUIBII 3MICTOBHUM aHami3 Oe3meKHn
BUKOPHCTAHHS HEKOMYTAaTHBHUX TPyN A NOOYZOBH KPHITOCHCTEM Ha OCHOBI
3allPpONIOHOBAHOTO  alNrOPHTMY, PO3TISIHYTH MOXJIMBICTH —pearizamii arak 3
BUKOPUCTAHHAM AJITOPUTMIB, IO peali3oBaHO 3a JOMOMOTOI0 KBAHTOBHX OOYHCIICHB
Ta BU3HAUUTH HampsMH 3a0e3NedeHHs CTIMKOCTI IMOJ0 METOAIB KBAaHTOBOTO
KPHIITOAHAII3Y.
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IMPROVED ENCRYPTION BASED ON NON-BELEAL SMALL RI
GROUPS
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Annotation. The paper describes a new implementation of an encryption scheme
based on Ree small groups. Our proposal is to use small groups of Ri to encrypt the
full group with associated keys and brute-force attack complexity. We extended the
logarithmic signature to the entire Ree group and modified the encryption algorithm
to link the logarithmic signature keys and protect against a sequential recovery
attack.

Keywords: MST cryptosystem, logarithmic signature, random coverage, small
groups of Ri.

27



ADVANCES
IN INFORMATION-CONTROL SYSTEMS AND TECHNOLOGIES

UDC 004.056: 004.9

MODERN ENCRYPTION METHODS IN I0T: HARDWARE
SOLUTIONS AND CRYPTOGRAPHIC LIBRARIES FOR DATA
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Abstract. This article presents a detailed analysis of hardware encryptors and
cryptographic libraries for ensuring security in 10T systems. The Internet of Things
(1oT) is currently one of the most dynamic fields, where data security is becoming
critically important. The study examines how various microcontrollers use hardware
and software encryption methods to protect data and provides a comparative
analysis of the effectiveness of these methods. Microcontrollers, which form the
backbone of many IoT devices, perform tasks ranging from sensor reading to
controlling various devices. To ensure the security of data transmitted through loT
systems, it is essential to use reliable encryption methods. Hardware encryptors
embedded in microcontrollers provide high performance and energy efficiency.
Software cryptographic libraries, such as mbed TLS, AESLib, TinyAES, and others,
offer flexibility and can be used on various platforms. The article examines
encryption methods, both hardware and software, using popular microcontrollers
such as the STM32F407VG and ESP32-WROOM-32 as examples. Performance,
energy consumption, and security levels were measured. Performance was assessed
by determining the number of encryption operations per second, which allows
evaluating the real-time encryption speed. Energy consumption was measured using
a precision multimeter to determine the amount of energy consumed during
encryption. Security level was assessed through an analysis of the physical security
of keys and resistance to various types of attacks, including brute force and side-
channel attacks. The results of the study showed that hardware encryption on the
STM32F407VG microcontroller provides significantly higher performance, lower
energy consumption, and higher security compared to software encryption on the
ESP32-WROOM-32. This confirms the high efficiency of hardware encryption for
use in 10T systems that require reliable data protection.

Keywords. Hardware encryptor; cryptographic libraries; STM32; ESP32; data
security; energy consumption; performance
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1. Introduction

In today's technological landscape, the Internet of Things (IoT) is becoming an
increasingly significant part of our daily lives [1]. With the growing number of
devices connected to the 10T network, the risk of data security also increases, which
is one of the most pressing issues today. 10T devices, including microcontrollers, are
becoming potential targets for cybercriminals who use various attack methods to
gain unauthorized access to confidential information [2]. Data encryption is one of
the most effective methods for protecting information in 1oT. It allows data to be
transformed into a format that cannot be read without a special key, thus ensuring its
confidentiality even if intercepted [3]. Furthermore, encryption helps maintain data
integrity and device authentication, which is particularly important in large and
complex 10T systems [4].

Microcontrollers, which are the backbone of many loT devices, use both
hardware and software encryption [5]. Hardware encryptors, integrated directly into
microcontrollers, provide high performance and energy efficiency [6]. At the same
time, software encryption libraries offer flexibility and ease of integration into
various systems.

Hardware encryptors, such as AES-encryptors and other specialized modules, are
designed to accelerate the encryption and decryption processes on microcontrollers,
which allows to reduce energy consumption and increase the speed of the system.
They are particularly effective in resource-constrained environments, where every
processor cycle and millijoule of energy matter [7]. However, hardware solutions
have their limitations, including complexity in updating and maintenance, as well as
possible problems with compatibility with different platforms [8].

On the other hand, software cryptographic libraries provide greater flexibility
and adaptability to different conditions and security requirements. They enable the
rapid integration of encryption algorithms into various 10T applications and provide
a wider choice of algorithms for developers, which can be useful for adapting to new
threats and security requirements [9]. At the same time, software solutions may have
lower performance compared to hardware solutions due to dependence on the
computing resources of the microcontroller [10]. The integration of hardware and
software solutions to ensure cryptographic protection is a promising direction for the
development of IoT security. Combined approaches allow you to balance
performance, energy efficiency, flexibility and ease of system deployment. Research
in this direction helps developers create complex solutions that can meet the specific
requirements of various loT applications [11].

The purpose of this study is to evaluate the effectiveness of hardware and
software encryption on microcontrollers in the context of 10T systems. The research
aims to determine the performance, energy consumption, and security level of the
two encryption approaches: hardware encryption on the STM32F407VG
microcontroller and software encryption on the ESP32-WROOM-32 microcontroller
using the mbed TLS cryptographic library.
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2. Related works

The analysis of existing works allows identifying the trends and challenges faced
by loT device developers, as well as approaches that can be used to optimize security
[12], which arise in 10T systems due to shortcomings in the implementation of
cryptographic algorithms and protocols. Several publications are dedicated to data
protection tasks in loT networks, with some studies focusing on improving
encryption methods [13]. In addition, considerable attention in the literature is
devoted to the problems of authentication and authorization in 10T environments.
Given the limited resources of 10T devices, traditional authentication approaches
such as public key-based protocols are too costly in terms of power consumption and
computing power. To solve this problem, light protocols based on cryptography with
symmetric keys or algorithms based on hash functions are proposed, which
significantly reduces resource requirements and provides a sufficient level of
security [14, 15]. New encryption algorithms are adapted for resource-constrained
microcontrollers, enabling reliable information protection with minimal consumption
[16]. Specifically, in [17], a new lightweight hybrid encryption algorithm with a
novel design approach for loT is discussed, while [18] presents a compact
implementation of the CHAM block cipher on lower-class microcontrollers.

Regarding the libraries for implementing these ciphers on microcontrollers,
several researchers [19] have developed their own libraries to facilitate the
encryption implementation process. For example, the study [20] presented a
multiprecision ANSI C library, which ensures efficient execution of cryptographic
algorithms across various platforms. This library is optimized for resource-
constrained microcontrollers and allows for high-performance execution of basic
encryption operations. Another study describes Seal-embedded, a homomorphic
encryption library for 10T [21]. However, it is important to note that not all libraries
are equally efficient in terms of resource consumption and resistance to attacks [22].

Many studies also address the optimization of microcontroller resources when
applying encryption, particularly ways to reduce computational costs and memory
requirements for implementing encryption algorithms [1]. Other authors compare the
encryption efficiency on different devices to ensure 10T security [23] and evaluate
the performance of 10T encryption algorithms in the context of memory and energy
consumption [24].

Research also considers the use of adaptive encryption methods that allow
devices to dynamically change the level of protection depending on the current state
of resources and the level of threat, which increases the efficiency of 10T systems in
conditions of variable load. An important trend is the integration of machine learning
technologies to analyze threats and automatically optimize security measures,
allowing 10T devices to respond to attacks in real time. Despite some research in this
area, there are certain unresolved issues and tasks that require further investigation.
One of the main challenges is ensuring maximum data security with the limited
resources of microcontrollers. Additionally, research on the effectiveness of
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encryption optimization methods to ensure low energy consumption and high data
processing speed in 10T networks remains relevant.

3. Microcontrollers in 10T

Microcontrollers are the foundation of most IoT devices, providing data
processing, communication, and device management. Their typically rich functional
capabilities make them suitable for a variety of applications. Microcontrollers play a
key role in 10T, as they are used to control and monitor connected devices and
collect data from them.

The role of microcontrollers in an loT system usually depends on their
functionality and the tasks they are assigned. The use of microcontrollers in 10T has
several typical directions, including:

Sensors and Data Collection. Microcontrollers play an important role in
connecting to a variety of sensors that collect information about the environment,
such as temperature, humidity, light level, or motion. This data is then processed and
can be used for decision making or further processing. For example, the
STM32F103C8 microcontroller from STMicroelectronics' STM32 series has built-in
capabilities to connect to sensors via 12C, SPI, UART interfaces, making it ideal for
data acquisition projects. Thanks to its performance and low power consumption,
this microcontroller can process large amounts of data in real time, ensuring efficient
operation in resource-constrained environments.

Device Control. Microcontrollers can control various devices, including relays,
LEDs, motors, and other actuators. This allows them to respond to changes in the
environment by executing commands, such as turning on lights when motion is
detected or adjusting the temperature in the HVAC system [25]. Popular
microcontrollers such as the STM32 offer high performance and reliability in
controlling devices, making them the choice for many loT applications.

Communication with the Cloud or Network. Microcontrollers with built-in
communication modules such as Wi-Fi, Bluetooth or Zigbee allow easy integration
of 10T devices into the global network. They can transfer data to cloud service
servers, providing access to information at any time and from anywhere in the world.
For example, Espressif's ESP8266 offers built-in Wi-Fi support, allowing data
transfer to popular platforms such as AWS, Google Cloud or Microsoft Azure
without additional communication modules [26]. On-site Data Processing. Some
modern microcontrollers have enough power to process data on the device before
sending it to the cloud. This allows you to reduce delays, improve the efficiency of
the use of network resources and increase the overall level of security, since data
does not leave the boundaries of the local network. For example, the Nordic
nRF52840 has a powerful ARM Cortex-M4 processor, which allows processing data
received from sensors without the need to transfer them to an external server.
Overall, microcontrollers are a fundamental component of I0T systems, as they
perform critical tasks related to sensors, device control, communication, and data
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processing. In the context of these functions, ensuring data security becomes
extremely important.

The requirements for protecting the confidentiality, integrity, and availability of
data are the main reasons why encryption plays a crucial role in loT.
Microcontrollers collect and process a lot of sensitive information, and without
proper protection, this data can become a target for cybercriminals. The use of
modern cryptographic methods, such as hardware and software encryption, helps
ensure reliable data protection at all levels of the 10T system.

4. Encryption on microcontrollers

Encryption on microcontrollers plays a critical role in ensuring data security in
embedded systems, particularly in the context of 10T [27]. The primary objective of
this process is to prevent unauthorized access to data and devices or alteration of
information by transforming it into a cryptographically unintelligible form using
specialized algorithms. Implementing encryption on a microcontroller involves a
complex sequence of operations aimed at ensuring data confidentiality, integrity, and
authenticity [28]. Many modern microcontrollers are equipped with built-in
hardware modules for encryption. These hardware encryptors allow cryptographic
operations to be performed at the hardware level, ensuring high data processing
speed and low power consumption. Hardware encryption significantly reduces the
load on the microcontroller's central processor, freeing it to perform other important
tasks.

For microcontrollers that do not have built-in hardware encryption modules,
software cryptographic libraries are used. These libraries provide necessary functions
for encryption, decryption, and key management, implementing cryptographic
algorithms at the software level.

The features of hardware encryption and the use of cryptographic libraries will
be discussed in the following sections, where we will analyze their advantages,
disadvantages, and compare their effectiveness in various usage scenarios in loT
systems.

4.1. Hardware encryption

Hardware encryption is an essential component of the functionality of modern
microcontrollers, providing high performance and low power consumption during
cryptographic operations. Hardware encryptors are integrated directly into
microcontrollers and allow encryption and decryption of data at the hardware level.
Figure 1 illustrates the block diagram showing the main components of the hardware
encryptor and their interaction. From Figure 1, it can be seen that the input data is
fed into the Encryption Processor, which performs the core cryptographic operations
(Table 1) to transform Plaintext into Ciphertext.
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Figure 1. Block diagram of hardware encryption process

The Key Generator block denotes the generation of cryptographic keys using a
Pseudo-Random Number Generator (PRNG) to create reliable keys. These keys are
stored in the key memory and passed to the encryption processor and control blocks.
Keys are stored in The Key Storage and are only accessible to the encryption
processor through the control blocks. Control Units manage the encryption process,
provide operation synchronization, and control access to keys and data. Input/Output
(1/0 Interfaces) Interfaces facilitate data exchange between the hardware encryptor
and other parts of the microcontroller or external devices. They transmit encrypted
data to the next processing or storage stages. Encrypted data (Ciphertext) emerges at
the output of the encryption processor, which can be safely transmitted or stored.
Upon completion of the encryption process, the data will be protected from
unauthorized access.

Let's consider the properties of popular microcontrollers and SoCs that have
built-in hardware capabilities for encryption.

1. STM32. STM32 microcontrollers typically feature built-in AES (Advanced
Encryption Standard) hardware encryption, providing efficient and secure data
encryption [29]. Using this hardware encryption allows encryption operations to be
performed without significant CPU resource consumption [30].

2. ESP8266 and ESP32. These microcontrollers from Espressif also support
hardware encryption [31]. For example, ESP8266 has a built-in AES hardware
encryptor, while ESP32 additionally supports hardware encryption using SHA
(Secure Hash Algorithm) hash functions.

3. Raspberry Pi and BeagleBone. These single-board computers can also
utilize hardware encryption. For instance, Raspberry Pi can employ a built-in AES
hardware encryptor available through the processor's advanced capabilities [32].

4.  PIC. Microcontrollers from Microchip, such as PIC, may also feature
hardware encryption [33]. For example, some PIC models have built-in AES
hardware encryptor.

5. Nordic nRF52. This microcontroller has built-in AES hardware encryption
support, ensuring efficient data encryption with minimal energy consumption, which
is particularly crucial for battery-operated loT devices.

6. TI CC3200. Texas Instruments' microcontroller supports AES hardware
encryption, making it ideal for 10T connected devices due to its built-in Wi-Fi and
low power consumption.
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7. NXP LPC. Some LPC microcontroller models feature a built-in AES
hardware encryptor, enabling cryptographic operations to be performed more
efficiently with less strain on the processor, ensuring high computational power and

flexibility.

Table 1

Encryption processor operations
Operation Description Formula

Non-linear  substitution SubBytes(a) = 5(a) SubBytes(a) = 5(a)
of each byte of the

plaintext using a

substitution table (S-

box)

Cyclic shift of bytes in ShiftRows(s) = s'ShiftRows(s) = 5’
each row of the state

matrix

Linear transformation of MixColumns (s) = s"MixColumns (s) =s"

each column of the state

matrix

Bitwise XOR between  AddRoundKey (s, k) = s @ k AddRoundKey (s, k) = s @ k

the state matrix and the

round key

Hardware encryption not only increases the performance and efficiency of loT

devices, but also provides flexibility in choosing an approach to data protection.
Depending on the needs of a specific system, developers can choose between
different options of microcontrollers and SoCs with integrated hardware encryption
tools, optimizing the relationship between performance, power consumption and
level of security. The use of hardware encryption becomes especially important in
resource-constrained environments where microcontrollers run on batteries or have
other power constraints. Built-in cryptographic accelerators allow you to perform
cryptographic operations quickly and with minimal impact on the performance of the
main processor, which extends the life of devices and ensures constant security. In
addition, the integration of hardware encoders into microcontrollers makes it
possible to implement multi-level protection strategies. For example, hardware data
encryption can be combined with additional security measures, such as cryptography
based on symmetric and asymmetric keys or the use of hashing algorithms for data
integrity. Such a combined approach makes it possible to significantly increase the
level of security of the 10T system against various types of attacks, in particular brute
force attacks or physical attacks. The use of microcontrollers with built-in
cryptographic accelerators allows you to create modern 0T solutions that meet the
requirements for protecting information in conditions of real threats and limited
resources.

4.2. Cryptographic libraries for microcontrollers
Hardware encryption provides significant advantages in performance and
security, as encryption is performed by specialized components of the
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microcontroller. However, not all microcontrollers have built-in cryptographic
accelerators. In such cases, software cryptographic libraries come to the rescue,
implementing the necessary cryptographic algorithms and functions at the software
level. Cryptographic libraries play an important role in ensuring data security in
microcontroller-based systems, especially when hardware encryptors are unavailable
or insufficient to perform all necessary cryptographic operations. These libraries
implement various cryptographic algorithms and functions at the software level,
providing flexibility and a wide range of capabilities for developers.

The first step in implementing encryption is initializing the necessary
cryptographic libraries on the microcontroller. This stage involves selecting the
cryptographic algorithm, generating keys, and configuring operating modes
(encryption or decryption). Subsequent procedures involve data preparation,
including dividing it into blocks if the algorithm requires working with data blocks,
and adding additional information, such as an initialization vector, to enhance
encryption security. Data encryption is performed according to the selected
cryptographic algorithm and key, including adding data for authentication (if
necessary), key expansion, and performing mathematical encryption operations on
data blocks. Upon completion of the encryption operations, encrypted data is
obtained, which can be used for transmission or storage in a secure location.

The list of popular cryptographic libraries relevant for microcontroller-based
projects is quite extensive:

1. Crypto - a cryptographic function library for Arduino and other
microcontrollers [34]. It contains implementations of various encryption algorithms,
such as AES (Advanced Encryption Standard) and DES (Data Encryption Standard),
as well as hash functions like MD5 and SHA. However, it may require more
resources than some other libraries.

2. AESLib - a library specializing in the implementation of the AES algorithm,
widely used for data encryption. It allows the use of different keys and AES modes
of operation to protect information. It works on most Arduino boards, including
Arduino Uno, although the operation speed may be limited due to resource
constraints [35].

3. TinyAES — a library for implementing AES on Arduino microcontrollers. It
is known for its efficiency and small size, making it an ideal choice for resource-
constrained embedded systems. This library offers AES implementation on AVR
microcontrollers (on which Arduino Uno is based) and is optimized for the limited
resources of these devices. It can be particularly useful for projects where code size
and speed are crucial [36].

4. UECC - a library used to implement elliptic curve cryptography on
microcontrollers [37]. It provides the ability to use elliptic curves for key generation
and data signing.

5. Mbedtls — a library offering implementations of a wide range of
cryptographic algorithms, but may be somewhat heavy for use on Arduino Uno
platforms due to its large amount of code and resource requirements [38].

In addition to the mentioned libraries, it is important to pay attention to new
developments in cryptography for embedded systems that offer improved
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performance and security. For example, libraries focused on post-quantum
cryptography are becoming increasingly relevant due to the threat of future quantum
computing that could potentially break traditional cryptographic algorithms. Such
libraries can use lightweight algorithms designed to run on devices with limited
computing resources and power consumption. In particular, the wolfSSL library is
one of such modern cryptographic libraries developed for resource-dependent
devices [39]. It supports a large set of algorithms such as RSA, ECC, AES, and post-
quantum cryptography algorithms. Thanks to its modular architecture and low
resource requirements, it is ideal for 10T devices that require a high level of security
with minimal energy consumption. wolfSSL is actively used in projects with high
security requirements, such as financial and medical applications.

Another library worth noting is BearSSL, which is designed with a focus on
small code size and high performance. It supports major cryptographic algorithms
and protocols, such as TLS, and can be easily integrated into existing systems [40].
Its feature is low power consumption and light weight, which allows it to be used in
projects with strict limitations on memory and computing power. Choosing a
cryptographic library for a microcontroller depends on specific security
requirements, performance, hardware compatibility, and resource constraints.

The combination of hardware and software solutions, such as the use of
hardware accelerators together with lightweight cryptographic libraries, provides
effective data protection and allows you to create secure and reliable 10T systems
ready for today's and future cyber security challenges.

4.3. Library compatibility with microcontrollers

Compatibility of encryption libraries with different microcontroller
modifications is a crucial aspect in the development of security systems for
embedded devices. The choice of an appropriate library depends on several factors,
including the computational power of the microcontroller, the amount of available
memory, energy consumption requirements, and support for specific cryptographic
algorithms. Let's consider the main aspects of compatibility:

1. Computational Power. Microcontrollers with higher computational power
(e.g., ARM Cortex-M series) can support more complex cryptographic algorithms
and libraries, such as mbed TLS or WoIfSSL. Less powerful microcontrollers (e.g.,
AVR or PIC) may require libraries optimized for them, such as TinyCrypt.

2. Memory. The amount of available RAM and Flash memory also affects the
choice of library. Some encryption libraries require significant memory to store keys
and perform algorithms, which can be an issue for microcontrollers with limited
resources. For such cases, there are optimized libraries like micro-ecc for ECC
cryptography.

3. Energy Consumption. For battery-powered devices, it is important to
choose libraries optimized for low energy consumption. This might include the use
of specific algorithms or hardware cryptography accelerators if they are available in
the microcontroller.
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4. Support for Cryptographic Algorithms. Different applications may require
different cryptographic algorithms (AES, RSA, ECC, etc.). It is important to ensure
that the library supports the necessary algorithms and that they are optimized for the
specific microcontroller.

Comparison of the properties of cryptographic libraries for microcontrollers is
presented in Table 2. In addition to technical aspects, it is important to consider the
factors of support and updating of libraries. For example, some libraries, such as
Mbed TLS or wolfSSL, are actively supported by the community and have regular
updates that provide protection against new threats and improve performance. This
can be critical for projects that require a high level of security and flexibility in
adapting to new requirements. Another important aspect is the possibility of
optimizing libraries for the specific needs of the project. For example, TinyAES or
micro-ecc can be modified to reduce code size or increase speed, which is important
for applications that operate under resource-constrained conditions or have specific
power consumption requirements. Such optimization may include the use of special
processor instructions or hardware accelerators, which significantly improve overall
performance and security. The choice of the appropriate library also depends on the
possibility of integration with other system components. For example, libraries that
support SSL/TLS protocols, such as Mbed TLS or wolfSSL, may be necessary for
secure communication in Internet applications. At the same time, libraries with less
functionality, such as AESLib or TinyAES, may be better suited for simple
applications where data encryption is the main concern.

Table 2
Comparison of encryption libraries for microcontrollers
- Supported -
Library Algorithms Advantages Compatibility
Crypto AES, RSA, Wide range of functions, flexibility All well-known
SHA, others microcontrollers
AESLib AES Low resource consumption, simplicity ~ AVR, ESP8266
TinyAES AES Low memory usage, high speed AVR, ARM
Cortex-M,
ESP8266,
ESP32
uECC ECC Low memory usage, high security STM32, AVR,
ESP32
Mbedtls AES, RSA, Easy integration, high performance STM32, ESP32,
ECC, ARM Cortex-M
SSL/TLS
mbed TLS AES, RSA, High performance, flexibility STM32, ESP32,
ECC, others NXP LPC
5. Results

The study used two types of microcontrollers: one with hardware encryption
(STM32F407VG) and one with software encryption (ESP32-WROOM-32). To
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evaluate the efficiency of hardware and software encryption, the performance,
energy consumption and security metrics were used

5.1. Performance

The number of encryption operations per second was measured to assess how
quickly encryption can be performed in real-time.

Encryption performance was measured by determining the number of encryption
operations executed per second.

This allows for evaluating the real-time encryption speed and comparing the
efficiency of different encryption approaches. For software encryption on the
ESP32-WROOM-32, the mbed TLS cryptographic library was used. Each
microcontroller was set up to perform encryption on a fixed-size data block (16
bytes) using the AES algorithm.

Specific programs were developed to execute encryption in a loop for this
purpose. The testing procedure involved running the encryption program on the
microcontroller and measuring the time required to perform a certain number of
encryption operations (1000 operations).

The number of encryption operations per second was then calculated by dividing
the total number of operations by the total execution time. Data was collected for
each type of encryption (hardware and software).

The test results were recorded and analyzed to determine the average
performance value, after which graphs were created to visualize the performance
comparison between hardware and software encryption.

The measurements showed that hardware encryption on the STM32F407VG
significantly outperformed software encryption on the ESP32-WROOM-32 in terms
of the number of encryption operations per second (Figure 2).

This confirms the high efficiency of hardware encryption for use in systems
requiring fast and reliable data encryption.

5.2. Energy consumption

Energy consumption was measured during the execution of encryption
operations. This is crucial for devices with limited power resources, such as battery-
powered devices. Software encryption on the ESP32-WROOM-32 was performed
using the mbed TLS cryptographic library.

Each microcontroller was configured to encrypt a fixed-size data block (e.g., 16
bytes) using the AES algorithm. Corresponding programs were developed to perform
encryption in a loop.

Energy consumption was measured using a precision multimeter or similar
equipment that can accurately measure the current and voltage consumed by the
microcontroller.

After starting the encryption program on the microcontroller, the current and
voltage were measured during the encryption operations. Power was calculated, and
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the time required to perform a certain number of encryption operations (1000
operations) was measured.

Data was collected for each type of encryption (hardware and software), and the
measurement results were recorded and analyzed to determine the average energy
consumption during the encryption operations.

Graphs were then created to visualize the comparison of energy consumption
between hardware and software encryption.

Measurements showed that hardware encryption on the STM32F407VG had
significantly lower energy consumption compared to software encryption on the
ESP32-WROOM-32 (Figure 2).

This confirms the high efficiency of hardware encryption for use in energy-
constrained systems that require effective encryption with minimal energy
consumption.

5.3. Security

The level of protection was assessed, including the physical protection of keys
and resistance to attacks. Evaluating the security level of encryption involved
analyzing the physical protection of keys and resistance to various types of attacks.
This stage is critically important for ensuring reliable data protection, especially in
the face of increasing threats in the field of information security. Hardware
encryption provides a higher level of security because keys are stored in specialized
memory of the microcontroller, making unauthorized access more difficult. Software
encryption was supported by the mbed TLS cryptographic library, which stores keys
in the microcontroller's general memory, making them more vulnerable to attacks.

Resistance to attacks was assessed by conducting simulations of various types of
attacks, including brute-force attacks, side-channel attacks, and differential attacks.
Tests were conducted for each microcontroller to model possible attack scenarios
and determine how effectively each type of encryption could withstand these threats.

hardware encryption softwure encryption

100 —
75 —
50—

25 —

Energy Consumption (mW)
Security Level (arbitrary units)

Performance (operations per second)

Performance Encrgy consumption Security

Metrics Type

Figure 2. Performance, energy consumption and security levels in hardware and
software encryption
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Data on the physical protection of keys and the results of tests for resistance to
attacks were collected and analyzed to determine the overall security level of each
type of encryption. Graphs were then constructed to visualize the comparison of
security levels between hardware and software encryption.

The results showed that hardware encryption on the STM32F407VG provides a
significantly higher level of security compared to software encryption on the ESP32-
WROOM-32 (Figure 2). This confirms the importance of using hardware encryption
to protect critical data in the face of increasing threats in the field of information
security.

6. Discussion

Further research in the field of hardware and software encryption on
microcontrollers could focus on several key aspects. Firstly, analyzing the efficiency
of hardware encryption on new and emerging microcontrollers in the market would
be worthwhile.

This would allow assessing the potential of new hardware platforms in terms of
security and performance.

Secondly, it's important to develop and optimize software cryptographic libraries
to achieve better performance and energy efficiency across different hardware
platforms.

Optimization may include algorithm enhancements, reducing memory
consumption, and lowering energy consumption, which is particularly crucial for
resource-constrained devices.

Integrating hardware and software encryption with other security protocols, such
as TLS, is another promising direction. This would provide comprehensive
protection for 10T systems, enhancing their resilience to various types of attacks and
ensuring secure data transmission.

Also, one of the directions of future research is the integration of post-quantum
protocols in encryption on microcontrollers for 10T devices [32]. Given the future
threat of quantum computers capable of breaking traditional cryptographic
algorithms, the development and implementation of quantum attack-resistant
encryption methods is a critical task. The primary focus should be on adapting post-
quantum algorithms, such as CRYSTALS-DILITHIUM, Kyber, NTRUEncrypt, and
others, to the limited resources of microcontrollers. This includes optimizing
memory usage, power consumption, and ensuring compatibility with existing
communication protocols and hardware interfaces. Expanding the scope of testing is
also an important aspect of further research. Conducting more extensive tests using
different scenarios and data types would provide a more comprehensive picture of
the efficiency and security of encryption under various conditions. This would help
identify potential weaknesses and refine existing encryption methods.

Overall, further research has the potential to significantly enhance the security
and efficiency of loT systems. It would assist developers in selecting the best
solutions for data protection, considering the specific requirements of their projects.
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The results of this research could serve as a basis for creating more reliable and
energy-efficient 10T devices that meet modern security challenges.

7. Conclusion

Based on the research findings, it is recommended to use microcontrollers with
built-in hardware encryption engines, such as STM32, for projects requiring high
performance, low power consumption, and high security levels. Hardware encryption
is the most efficient solution for critical 10T applications where data reliability and
processing speed are crucial.

Software cryptographic libraries like mbed TLS, AESLib, TinyAES, and others
remain essential tools for projects where hardware encryption engines are
unavailable or where flexibility in choosing encryption algorithms is needed. The
choice of a specific library should be based on the performance, power consumption,
and security requirements of the particular project.

Thus, encryption on microcontrollers serves not only as a means of data
protection but also as a critical component for supporting functional security and
stability in 10T systems. Implementing effective encryption methods helps mitigate
risks associated with data breaches, unauthorized access, and other cyber threats,
ensuring the reliability and longevity of connected devices in the modern Internet of
Things world.
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Anomauia. Y yiti cmammi npeOCmaeieHO OemanbHUuli AHAli3 anapamHux
wugpamopis i kpunmozpagiunux 6ioriomex 01 3a0e3neuenus: 6e3neKu 6 cucmemax
10T. Inmepnem peueii (10T) mapasi € oowiero 3 HaubinbuL OuHAMIYHUX cep, Oe
be3nexa OAHUX CMAe KPUMUYHO BAXCAUBON. Y 00CHiONHCeHHI po321s0aEmbes, AK
Pi3Hi  MIKPOKOHMpONepU BUKOPUCIIOBVIOMb ANAPATIHI A  NPOZPAMHI  Memoou
wu@pyeanHs 01 3axXucmy OaHUX, I HA0AEMbCsL NOPIGHSILHULL AHATI3 eeKMUSHOCHI
yux memooie. /[ns 3abesneuenns besnexu OaHUX, WO NEPeoaromvpCs uepe3 CUcmemu
10T, eaociuso euxopucmosysamu Haoitini Mmemoou wugppysanns. Anapamui
wugpamopu,  60y008ani 8  MIKDOKOHMpONepy,  3a0e3neyyioms  GUCOKY
npodykmueuicmy i enepeoeghexmugnicmo. I[lpoepamui kpunmoepagpiuni 6ioniomexu,
maxi six mbed TLS, AESLib, TinyAES ma inwi, npononyioms uyuxicmos i Modicynmo
BUKOPUCTNOBYBAMUCS HA PI3HUX nAAmM@bopmax. Y cmammi po3easioaomscs memoou
wugpysants, AK anapamui, max I NPOSPAMHI, HA NPUKIAOL NONYAAPHUX
Mmikpokowmponepie, maxkux ax STM32F407VG i ESP32-WROOM-32. Bumiprosanu
nPOOYKMUGHICMb, CHOJCUBANHA eHepeii ma pisenv Oesneku. I[Ipodykmuenicmo
OYIHIOBANACSA WINAXOM BUSHAYEHHS KINbKOCMI Onepayiti wudpyeants 6 ceKynoy, wo
00360715€ OYiHUMU WEUOKICMb WuUGpysants 6 peanvHomy yaci. Cnoxcueants enepeii
0Y10  BUMIDAHO 34 OONOMO2010 NPEYUsIHO20 MYTbMUMempa Ons  GU3HAYEHHS
KiibKocmi eHepeii, cnoocumoi nio yac wugpyesanns. Pieenv besneku oyiniosascs 3a
donomoeoio aunanizy Qizuynoi besnexu Kuouie i cmiukocmi 00 pi3HUX Munié amax,
sKnoyarouy amaku 2pyooi cunu ma cmopouni amaxu. Pezynomamu O0ocniodcenns
nokasanu, wo anapamue wu@pyeanrs Ha Mmikpokoumpoaepi STM32F407VG
3abesneuye 3HAUHO BUWLY NPOOYKMUBHICIb, MEHUE eHEP2OCRONCUBANHA MA SULYY
6e3nexy nopienano 3 npocpamuum wu@pyeanuim na ESP32-WROOM-32. []e
nIOMBEPOHCYE BUCOKY eheKMUBHICIb anapamnozo WuppyeanHs oiia UKOPUCTAHHS
6 cucmemax 10T, ki nompe6yome HadiliHO20 3aXUCHY OAHUX.
Knwuosi cnosa. Anapammuuii wugppamop,; Kpunmoepagiuui Oibniomexu;
STM32; ESP32; 6e3nexa 0anux; cnoocusanus enepeii; npoOyKmueHicms
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Abstract. The paper discusses the problems of modern distance learning, such as
individualization of the learning process. The need to improve the methods of
supporting remote learning to enhance the quality of education is substantiated. The
study aims to improve the quality of education and the organization of the
educational process in distance learning. A set of interrelated tasks is proposed, the
solution of which is to organize effective interaction between the teacher and the
learning management system (LMS) using an agent-based approach. The main result
that defines the novelty of the work is the formalization and integration of the
following processes: (i) generating real-time suggestions to the teacher to control
the performance of tasks during exams or electronic testing; (ii) monitoring students’
learning during the semester with the possibility of changing the learning trajectory;
(iif) monitoring parents' presence in online classes; (iv) generating
recommendations for management and other stakeholders to improve online
learning. Also presented are verification of the formal specification of an agent-
based support system decision-making for distance learning using the SPIN tool and
and the Promela modeling language. Verification is carried out using the formulas
of linear temporal logic (LTL), which allows you to check the correctness of the
interaction between agents and the fulfillment of key system properties, such as
timely data processing, response to violations of students' compliance with testing
rules and teachers' recommendations. The modelling of the prototype of the
proposed system confirms the effectiveness of its use as a means of studying the
organization of the educational process. It shows how agents can help collect and
analyze data on how effectively electronic resources are used for learning by
students and teachers.

Keywords: Learning management system, monitoring, learning process, agents,
cloud computing, distributed system temporal logic specifications, alternating-time
temporal logic, verification
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1. An overview of the accomplishments of multi-agent systems in
education

Decision-making is a crucial step in the educational process, as it affects the
quality of learning and student success. Some issues can arise when making
decisions in the educational process: Insufficient processing or the absence of
necessary data can lead to the decision-making process being insufficiently informed
and reducing its effectiveness; limited resources, such as budget, staff, and time, can
force decisions that are not the best for the quality of education and student success;
the lack of education staff's qualifications can result in misunderstanding and data
analysis, which can result in incorrect decisions; the variety of students in a
classroom can complicate decision-making, as their needs and interests may differ;
students who lack motivation can decrease the effectiveness of learning and result in
lower-quality solutions; the quality of education and student success can be
negatively impacted by social issues, such as poverty, violence, and discrimination,
which can complicate decision-making. These problems can reduce the efficiency of
decision-making in the educational process. The primary strengths of utilizing agents
for decision making lie in their ability to: process automation - agents can help
automate complex decision-making processes, which can increase productivity and
reduce time spent on decisions; data collection and analysis - agents can help collect
and analyze large amounts of data, which allows you to identify trends and patterns
that can be used to make better decisions; intelligent decisions - agents can be trained
to make decisions based on previous experiences and training using machine
learning and other technologies, allowing them to make better decisions based on the
analysis of many factors; individualized approach - agents can help to develop
customized solutions for participants in the queuing process, which allows for a
more personalized approach and meet the needs of different groups.

Consequently, applying agents in the educational process is both relevant and
capable of enhancing decision-making quality.

2. Related works

Recently, research related to agent-based decision-making in education has taken
a big step forward. The book [1] focuses on Intelligent Tutoring Systems, which are
one of the most common uses of agents in education for decision-making. The
discussion chapters in this book look at topics through the lens of the Generalized
Intelligent Framework for Tutoring (GIFT). Tutoring techniques, strategies, and
tactics play a central role in the development of GIFT. The techniques within GIFT
are expected to be implemented as software agents, where the agent monitors the
learner's progress and the learning context to determine whether best practices (agent
policies) have been followed or violated. Over time, the agent will learn to apply the
agent policies in a way that optimizes learning and performance.

Many researchers interested in education and learning around the world have
realized the potential of data analytics and artificial intelligence and have intensified
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research around them. This interest has led to the emergence of the fast-growing and
multidisciplinary field of learning analytics and increased research into how artificial
intelligence can support learning and teaching methods [2]. Artificial intelligence in
education (AIEd) opens up new opportunities, potential, and challenges in education.
Throughout its history, AIEd has undergone several paradigm shifts, which are
characterized in [3] by three paradigms: Al-driven, learner as recipient, Al-
supported, learner as collaborator and Al-empowered, and learner as leader. In the
three paradigms, artificial intelligence methods are used to solve education and
learning problems in different ways. One of the potential roles of artificial
intelligence in education is to provide opportunities to augment human intelligence,
with Al supporting us in decision-making processes rather than replacing us through
automation. The authors of the study [4] present a case study in the context of debate
tutoring, in which they use prediction and classification models to increase the
transparency of intuitive decision-making processes by expert tutors for extended
reflection and feedback. The trend of AIEd is evolving to empower learners and
personalize their learning, enable learners to reflect on their learning and inform
artificial intelligence systems to adapt accordingly, and lead to the iterative
development of learner-centered, data-driven personalized learning [5]. Study [6]
proposes agent-based virtual and intelligent recommendations that require
information about users' profiles and preferences to recommend the right content.
They applied natural language processing (NLP) techniques and semantic analysis
approaches to recommend course selection for e-learners and teachers. The content-
based recommendation method provides content suggestions related to students'
requests and preferences. The use of social media from an educational perspective
makes it possible to provide a user-friendly interface for recommending the highest
level of interaction in terms of collaboration between users and contacts. E-learning
is the threshold of social network-based learning (SN-Learning). SN-Learning
consists of a new term introduced in [7] and includes e-learning systems with social
networking characteristics or learning through social networking platforms. The
authors provide guidelines for designing and implementing SN-Learning platforms
using artificial intelligence and modeling techniques. Article [8] explores the
possibility of disaggregating query information in online lectures of an e-learning
system or course recommendations. Information organization includes reading,
parsing, and classifying question messages. Data extraction is a type of surface
content processing. It finds a set of predefined applicable content in the feature
language archives and performs general language processing using artificial
intelligence strategies. Learners often have difficulty finding and retrieving relevant
materials to support their learning goals because they lack the subject matter
knowledge to create effective queries that convey what they want to learn. In
addition, the unfamiliar vocabulary often used by subject matter experts makes it
difficult to match a learner's query with relevant learning material. The authors of [9]
solve these problems by introducing an innovative method that automatically creates
basic knowledge for a learning domain. The effectiveness of the proposed method is
evaluated using a collection of machine learning and data analysis documents. The
article [10] identifies the features of human and artificial intelligence decision-
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making along five key contingency factors: specificity of the decision space, ability
to interpret the decision-making process and results, size of the alternative set, speed
of decision-making, and repeatability. Based on a comparison of human and artificial
intelligence decision-making along these dimensions, the article creates a new
framework that describes how both decision-making methods can be combined to
optimally improve the quality of organizational decision-making. The authors of [11]
propose future research directions in a triple perspective: key methodologies for
Large Scale Decision Making (LSDM), Al, and data fusion for LSDM. In [12], the
authors describe a meta-reasoning policy that can be implemented by a team of
agents to make effective control decisions at the meta-level based on the availability
of communication in the environment. The authors synthesize the meta-reasoning
policy as a solution to the reactive synthesis problem involving the level of
communication in the environment and the choice of the agent's algorithm. The
authors of [13] argue that in a multi-agent environment, it is appropriate to ask what
behavior the system will exhibit under the assumption that agents act rationally,
following their preferences. They promote a paradigm of rational verification for
multi-agent systems, as an analog of classical verification. The authors tried to
automatically determine whether the given properties of a system, expressed in the
form of temporal logic formulas, will be preserved in this system under the
assumption that the system components (agent) behave rationally by choosing (for
example) strategies that form a game-theoretic equilibrium. The article [14] aims to
provide a comprehensive view of the relationship between agents and multi-agent
systems (MAS) on the one hand, and logic-based technologies on the other, by
making them the subject of a systematic literature review. The resulting technologies
are discussed and evaluated from two different perspectives: MAS and logic-based.
The paper lists the most common logic-based technologies (47 in total) for MAS, but
only a relatively small number of them conform to major technology standards.
Temporal logics have been widely used in model checking as a formalism for
reasoning about the execution of computer systems. They are powerful enough to
define most of the properties that can be verified by reactive systems, while also
providing very efficient verification algorithms [15]. Temporal logic and model
checking have had a major impact on computer science and have been applied in
many industrial cases. Several attempts have been made to extend temporal logic to
multi-agent systems where multiple components interact, for example, Computation-
Tree Logic (CTL) can only express the existence (or not) of an execution of a global
system with certain properties, where the goal is to quantify the possible behavior of
individual components interacting in the system. In 1997, CTL was extended to
Alternating-time Temporal Logic (ATL) with the introduction of strategy quantifiers.
In ATL, strategy quantifiers express the existence (or not) of a behavior of one of the
agents (or a coalition), so that any final execution in the global system satisfies this
property. Study [16] is related to multi-agent logic and its application in computer
science. The authors work with multi-agent logic based on relational models. They
determine that time availability relations can have gaps or places of forgotten time.
The authors of [17] study the problem of learning to satisfy temporal logic
specifications with a group of agents in an unknown environment that can exhibit
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probabilistic behavior. From a learning perspective, these specifications provide a
rich formal language with which to capture tasks or goals, while from a logic and
automated verification perspective, the implementation of learning capabilities
allows for practical applications in large, stochastic, unknown environments. The
temporal logic of actions (TLA) — is a logic for specifying and reasoning about
parallel systems. The systems and their properties are represented in the same logic,
so the statement that a system conforms to its specification and the statement that
one system implements another are expressed by logical consequence. TLA is very
simple; its syntax and full formal semantics are summarized in about a page. Report
[18] introduces TLA and describes how it is used to define and verify parallel
algorithms. Education systems include a variety of components such as learning
management, progress tracking systems, e-textbooks, etc. The challenge is to interact
and integrate intelligent agents with these systems to ensure that they work together
effectively. For a system to be successful, agents need to be able to quickly adapt to
new requirements and change their behavior accordingly. Thus, the fundamental role
of logic-based technologies in MAS today is to meet the need for intelligence that
characterizes agent abstractions, i.e., the cognitive abilities required by components
of a distributed intelligent system. However, logic-based technologies can rarely be
considered mature enough to meet the requirements of industrial and real-world
domains. Research on the use of intelligent agents in decision support systems in the
educational process reveals new opportunities and approaches that help improve
learning and provide an individual approach to students. But despite the significant
progress in the use of an agent-based approach to support decision-making in the
educational process, there are some problems that remain to be fully resolved.
Although intelligent agents show the potential to improve the educational process,
their widespread adoption and accessibility to all educational institutions can be a
challenge. This is due to high development and implementation costs, the need for
specialized skills and infrastructure. Education systems include a variety of
components such as learning management, progress tracking systems, e-textbooks,
etc. The challenge is to interact and integrate intelligent agents with these systems to
ensure that they work together effectively. Some intelligent agents may be limited in
their flexibility and adaptability to the changing needs of students and teachers. For a
system to be successful, agents need to be able to quickly adapt to new requirements
and change their behavior accordingly. The use of intelligent agents in the education
system raises ethical and privacy issues. The collection and processing of students'
personal data may raise privacy concerns and the use of this data without
authorization or in countries other than its intended destination. It is also important to
ensure active interaction and involvement of students in the process of using
intelligent agents. Uncontrolled use of agents can lead to student passivity and loss
of motivation to learn. Given these problems, further research and development of
intelligent agents in the educational process is aimed at solving these issues, ensuring
accessibility, flexibility, ethical use and involvement of all participants in the
educational process. The objective of this work is to elevate the standard of decision-
making in distance learning by examining video data on student behavior.
To achieve this aim, the following tasks are completed:
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* design a model of an agent-based decision support system for distance learning,
including its elements and their interaction;

* determine user requirements using collected data and emerging trends in
education;

* formalize the recommendation process for supporting teacher decision-making;

« verify that the system works correctly in all possible scenarios, including
detecting violations, blocking access to tests in case of using prohibited tools,
sending warnings, and processing appeals correctly.

3. The design of an agent-driven decision support system for online
learning

This work introduces a system that combines multiple components: a video
surveillance subsystem designed to detect actions or circumstances that may suggest
potential violations during e-testing [19]; a multi-agent system where agents engage
with the video surveillance system in real time [20], analyze gathered data, and offer
recommendations; temporal logic for defining the system’s real-time responses to
different events and states; a decision-making system that autonomously reacts to
identified violations; and automated mechanisms to address violations, such as
sending alerts to administrators or instructors. We propose a model for an agent-
oriented decision support system (AoDSS) for distance learning, offering a
conceptual view of the system’s architecture and its core principles. This model
leverages the agent-based paradigm to enhance and optimize remote learning, with
agents serving as key contributors to the organization and refinement of the learning
environment. The proposed model of a decision support system for distance learning
is based on set theory and temporal logic:

AoDSS = <5 A T.L.R = )

where S={s1,%,...,sm} — a set of students, where each student si€S (i= 1-“],

"J‘:{al,az,...,aN} — is a set of agents, where each agent ajeA performs certain
functions in the system, such as providing recommendations, monitoring progress,

analyzing results, etc. = 1-*“"?]; r_ a set of learning materials or tasks, where

each element k€T presents a separate learning task or material (k=1LK) L aset
of knowledge or competence levels, ne lu€L determines the level of success of each

student (4= LU}, B _ s a set of recommendations or actions proposed by the

system, where r,€R meets specific agent recommendations for students (p =1L¥)

Key elements of the model include. Defining the roles and functions of agents
within the system, such as conducting requirements analysis, managing the training
process, monitoring progress, facilitating interactions, and more. Mechanisms for
agent interaction and information exchange to support decision-making. Adaptation
mechanisms that enable agents to tailor the learning experience and offer
recommendations based on the unique characteristics of each student. Identification
of the technologies and platforms utilized for the implementation and coordination of
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agents within the system. Mechanisms for evaluating and tracking student progress
through the use of agents and their functionalities. The agent-based decision support
system model for distance learning is designed to optimize the educational process,
enhance communication, and assist students in achieving superior outcomes. The
goal of the system is to ensure that students' results improve through optimization of
the learning process and personalized recommendations.
G(F (s:) 1), 2)

that is, at each moment of time, the level of students' knowledge increases or remains

the same, which means the effectiveness of agents in the system. Here G —temporal
operator “Globally” (or “Always”). It means that a certain condition must be fulfilled
at every moment of time in the future, i.e. what is happening now must continue at
all subsequent moments of time; Fi(si) — is a function that maps a student sss to his
or her current level of knowledge or competencies. In other words, FL(si) means the
level of knowledge of the student si at a certain point in time; 1 means “increase” or
“improvement”, in this context, this symbol means that the student's knowledge level
is increasing. Thus, expression (2) means that at all times (at any given time), the
student's knowledge level si is either increasing or at least not decreasing. In other
words, the system must ensure that the student's knowledge is constantly improving
or remains at the same level, without deterioration. Expression (2) formalizes the
requirement for the system: to ensure continuous improvement or stability of
students' knowledge at all stages of learning. Each action or function has its own
mapping between sets, and the dynamics of the system is described by temporal
logic to determine the interaction between agents and students and optimize the
learning process. Functions and mappings between sets in this model describe the
relationships between elements of different sets (students, agents, learning materials,
etc.) and reflect how each element of one set interacts or is related to elements of
another set. This allows you to formalize the processes taking place in an agent-

based decision support system for distance learning. Function. Fa:d — A
BiZoOpakac KOXKHOTO CTyJIeHTa SiES Ha MEBHOTO areHTa a€EA, kWil BiImoBinae 3a
HOro HaBualnbHHH mporec. [HITUMH CIIOBAMH, KOXEH CTYACHT OTPUMYE IMiATPHMKY
BiJI KOHKPETHOTO areHra, sSKWi BUKOHYe (YHKIi, MOB'I3aHI 3 aHAII30M BHMOT
CTYAEHTa, OpraHi3aIli€lo HOro HaBYaHHs, MOHITOPHHTOM HOTO Tporpecy i HalaHHAM
pexoMeHalii. SIKIo CTyaeHTy Si NPU3HAYAETHCS areHT aj, AKUi Oyae MOHITOPUTH
fforo ycmimHicTb i HagaBaTH HEOOXiAHY MIATPUMKY, TOMY Fals, ) = a;.

Function. Fr:5 = T displays each student sieS for certain training materials or
assignments tkeT, that he or she has to perform or learn. These materials can be
selected according to the student's level of knowledge or needs. That is, the student s;

a task is assigned t, which corresponds to his level of training: Fris;) =t

Function. F1:5 = L connects every student sieS with his level of knowledge
lueL, which reflects his or her success or progress in learning. The level of
knowledge changes depending on the learning outcomes and the effectiveness of the
tasks. which reflects his or her success or progress in learning. The level of

52



ADVANCES
IN INFORMATION-CONTROL SYSTEMS AND TECHNOLOGIES

knowledge changes depending on the learning outcomes and the effectiveness of the
tasks si  has a level of knowledge lu, To Fils; )= Lo As a student improves their
performance, this feature can be updated, for example, FL{.S: } = lut1 . Function.

Fp:5—R maps students to specific recommendations provided by agents to
improve their learning. The recommendations can be individualized and take into
account the student's progress, needs, and characteristics. The agent provides the
student with si recommendation re, which involves reviewing certain training

material or performing additional exercises Fz {-Sf } =Ty,

These functions describe how the system manages learning processes,
assignment selection, progress monitoring, and recommendation. They formalize the
relationship between students and the system, allowing the system to provide
personalized learning paths and improve the learning experience based on student
data. Through these functions, the model determines how each student will receive
personalized support to improve their performance in distance learning.

3.1  Multi-agent system

In formula (3), a multi-agent system is represented as a set of three components:
MAS =[A Act. E}, 3)
which consists

e a set of program agents A = {As, AL, Ap, Av, Ag}, that operate in the
environment Env, where As — student agent monitors the activity and academic
progress of students, collects data on completed assignments, tests, and other
information for further analysis; AL — the teaching agent monitors courses,
assignments, and student feedback, generates recommendations for improving
materials and teaching methods to enhance teaching and decision-making in the
educational environment; Ap — the data analytics agent is responsible for processing
and analyzing data collected from students and teachers, identifying patterns, trends,
and important connections to support decision-making; Am — the system agent
manages the interaction between other agents, distributes tasks, ensures the
continuity of the system and coordination of processes; Aq — the survey agent sends
questionnaires to users, collects responses and stores them in the database;

* aset of actions of agents Act(Ai)={a1,a>,...ahn}; i=S,L,D,M,Q; for the student
As:Act(As)={complete_task, pass_test, review_material}; for the learning agent
AcL:Act(AL)={generate_recommendation, analyze_reviews}, for the data analysis
agent Ap:Act(Ap)={ process_data, detect_patterns}; for the system agent
Am:Act(Am)={ distribute_tasks, ensure_synchronization}; for the survey agent
Aq:Act(Aq)={ send_survey, collect_responses}; actions for each agent are defined
ag: Act{A; ) € Act.¥A; € A;

* aset of possible states of the environment, which changes depending on the
actions of agents and events occurring in the system E= {Erf:r.' Epa. EUr.} —aset of
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states of the environment of Student behavior monitoring subsystem ':Et-{u), the
environment of LMS Moodle IiEMﬂ) and the environment of University Web portal

(Eum), (Ei N {gjl' A 'E-'#"“-}'J = (Mn, Md, Un]). For example, the set of states
E_Md may include the following elements: e1 — all tasks are completed, e> — the
student needs help, es — all reviews are collected, es — the analytical report is ready.
The transition between states of the environment depends on the actions of
agents. Let's introduce the function of transition between states:
G:E % Act = E

This function determines how the agent's action affects the state of the
environment. For example:
(e 12 1= Eivl
This means that after performing an action aj (for example, completion of a task),
the state of the environment changes from ei (all tasks completed) on eix (student
needs help).

Recording changes in environment states over time & (8(#: @ 1 = €i41) means

that always after performing an action nf, the state will change from i on #i+1,
For example, an agent As performs an action @1 (completes the task), which

changes the state of the environment from €1 on #1: 6ley.ay ) =e;. Learning
agent Ac performs an action az (generates a recommendation) after analyzing student
feedback, which changes the state of the environment to es (all reviews are
collected): Gler.mp ) = ey

This model describes a multiagent system through sets of agents, actions, and
environment states. The transition function allows you to track how the actions of
agents affect the environment, and temporal logic allows you to control the change

of states over time. The function of the learning agent £ : € % B — Act(A4; )
generates recommendations based on student feedback, where C — courses, R —
reviews. The behavior specification of a polling agent is described by the expression

F'?: v— Q, where U — system users, and Q — Questionnaires. The agent sends
questionnaires to users and collects responses:
G{FQ (W) =ql.uel.ge Q
For the system as a whole, optimization of the learning process corresponds to
G(vs € 5o € Act(A; )1 0(ena;) = &1y

which means that the student's actions always lead to changes in the environment
that contribute to better results.

The survey agent always helps to improve communication by collecting
responses:

G(Va € Act(Ag ):6(en. o) = &i41)
Assistance in achieving results looks like this:
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Fiva e Act({A; ):60(e.0;) = g"“-],
i.e., the recommendations of the learning agent ultimately lead to better results for
students. These formulas formally describe a multi-agent decision support system,
defining its structure, agent behavior, actions, and interactions with the environment
through sets and logic.

3.2 Application of temporal logic

Temporal logic is important for analyzing and managing temporal aspects in
systems where various events and processes occur over time. Therefore, we will
create a formal specification of agents using temporal logic for decision making in
distance learning. This approach allows us to create accurate and systematic models
of agents and their behavior in a virtual learning environment. The formalization of
agents and their behavior allows you to ensure the quality of learning and optimize
the process, which is especially important in distance learning. Formulas in temporal
logic express relationships between events, states, or properties of objects at different
points in time. To create formulas, we use:

» Logical operators. Temporal logic uses logical operators such as AND, OR,
NOT, IMPLIES, EQUIV to build complex expressions from basic temporal or
logical statements.

e Temporal operators. Temporal logic has its own temporal operators, such as
"Next" (X(r) — in the next step: agents automatically adapt the curriculum for the
student at the next stage based on the analysis results), "Until" (U(p, q) — “until":
students complete current learning tasks until an improvement in their knowledge
level is achieved), "Future " (F(q) or <>— in the future: for each student there is a
point in time when the system will offer optimized recommendations to improve
academic performance. ), " Globally" (G(p) or [ ] — globally (always): if p is true in
all future states of the system, then each student receives educational materials
according to his/her level of knowledge), which are used to express relationships
between events at different points in time, operator "Release" (R) indicates that the
event it wraps will be true until the second event occurs.

» Parameterization. Formulas can contain parameters that depend on a specific
context or system conditions. This allows you to generalize formulas and ensure
their use in different scenarios.

» Quantifiers. Temporal logic can use quantifiers such as "For All" (V) and
"Exists" (3) to express general or existing relationships between events.

« Event and state identifiers. Formulas can contain identifiers of events, states,
or object properties that are used to describe temporal aspects and their relationships
with system states.

» Actions and events. Formulas can include a description of actions, events, or
observations that occur in the system and their impact on the states and properties of
the system over time.
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o Relationships to other logical and mathematical systems. Formulas in
temporal logic can use constructs and concepts from other logical and mathematical
systems to further express temporal properties.

Temporal logic allows you to describe the evolution of the system state in time.

Let t — moment in time. Then formalizing the situation when the learning

process for a student 1 at any given time must comply with:
e specific learning material or task tx, that he is working on,
e and a fixed level of knowledge Eu, that this student has at the moment

G(Fr(s) = tAF(s) = 1), @
F(Fr(S1)="#)), 5)

X(Fr(s) =t AFa(s) =1p") ©)
(Fr(s) = 5)UR(s) = 1), @

where £’ — new training materials, a "' _ new recommendations, Lers by,
Expression (4) means that always (at each stage or at each moment in time):

e student =1 a specific task or learning material is assigned t,
e and at the same time the level of knowledge of this student *: is equal to Ly,

This formalizes the situation when the educational process for a student %1 at any
given time must comply with:

e specific learning material or task tx, that he is working on,

o and a fixed level of knowledge {u, that this student has at the moment.
This logical formula can be used to check the correctness of the learning process
in the system: the student should always know his or her current level of knowledge
and the material he or she is studying. Expression (5) means that in the future (at

some point) the student <1 achieve the result "#. In other words, in the future, the
condition must be met that the student's result ¥ will be equal to "2 1f it is a student

5: will be evaluated "#=85, the expression F(Fr(*1)= 9‘5)], means that in the future

the student i will achieve a score of 85 points. This condition does not require
immediate or constant fulfillment, but it must occur at some point in the future. That
is, the temporal operator F sets the condition for achieving a certain result in the

future, and the expression Fr(%1)= "% determines what kind of result the student <:
should achieve. The entry (6) means that at the next moment in time, the student *: a
new task will be assigned £&’, at the same time the student's result 5t will be equal to

r
g, Function. FT(5:) = & reflects the student 5: to a learning task or material £&’
in the system. That is, a student ¥: at the next time a new task will be assigned tyr
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Fals;

— [
Function. ) =g determines the student's result %: y cucremi. YV nactynuwuit

I I
MOMEHT "acy pesynbTat cryaenta =1 will be equal to ik , ie " _ acertain level of
performance or score. For example, if a student =i is currently performing the

following tasks te, and its result is currently equal to e, Recording
X(Fr(si) = ta' AFg(s:) = 85) means that at the next point in time, the student
i a new task will be assigned t-‘:r, and at the same time its result will be 85 points.
Expression (7) means that either the student ¥: a task has been assigned tk, or the
student's level of knowledge *i is equal to {u', or both conditions can be met

simultaneously. For example, if a student i a task has been assigned tz (e.g., the
third assignment in the course), and its level of knowledge may be equal to Is (level

five). Expression. ((Fr(si) = ta)UF (5] = Is") means that either the student is
assigned a task ts, or his level of knowledge is I5 (or both statements are true at the
same time). One approach is to use a formal language such as LTL to define
temporal logic rules. LTL expressions include time operators that allow you to
express conditions and state changes over time. A rule for detecting misbehavior
over time, i.e., if there is a moment in time when misbehavior is detected, then the
agent should respond:

LTL expression: <> (Unlawful_Behavior).

A rule to check for misbehavior at a certain frequency, i.e., if misbehavior is
detected during each "Period" of steps, then the agent should react:

LTL expression: <> (Unlawful_Behavior) U (every_n_steps(Period)).

The rule for the appeal period, i.e.: "There is a point in time when the breach
notification was sent, and this event is true until the appeal response is received."

LTL expression: <> (Sent_Notification_of_Violation) R <>
(Received_Appeal_Response).

A rule to prohibit the use of aids, i.e. if a student has used aids, the agent must
block the test:

LTL expression: <> (Used_Auxiliary Tools) — <> (Block Test).

The rule for applying warnings, i.e. if a violation is detected, the agent must send
awarning:

LTL expression: <> (Violation Detected) — <> (Send_Warning).

For the formal specification of agent-based decision making in distance learning,
we use the formal description language TLA+ (Temporal Logic of Actions). TLA+
allows modeling and formalizing systems with temporal aspects, and helps to
express and verify the properties of specific systems, including distributed systems
and algorithms. This specification language allows you to formally define systems,
taking into account their logic and dynamics. This helps to avoid misunderstandings
and allows you to accurately define the expected behavior of the system.

The formal specification of an agent-oriented decision support system for
distance learning is given by the following formulas:
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Specification 1:

<> (Unlawful_Behavior)

<> (Unlawful_Behavior) U (every_n_steps(Period))

<> (Sent_Notification_of Violation) R <> (Received_Appeal_Response)

<> (Used_Auxiliary Tools) — <> (Block_Test)

<> (Violation_Detected) — <> (Send_Warning)

G (time = 0 — (testQuestions = <<ql, q2, q3>> A studentAnswers = <<>> A
teacherRecommendations = <<>> A violations = <<>> A appeals = <<>>))

G (time < MaxTime — (3 student € DOMAIN(studentAnswers): X
(studentAnswers[student][time'] = CHOOSE answer € testQuestions)))

G (time = MaxTime — X GenerateTeacherRecommendations)

G (GenerateTeacherRecommendations — (CheckForViolations A
CheckForAppeals A CheckForWarning))

G (CheckForViolations — (violations' = ...))

G (CheckForAppeals — (appeals' = ...))

G (CheckForWarning — (IF violations' > WarningThreshold THEN
teacherRecommendations’ = AppendWarning(teacherRecommendations) ELSE
teacherRecommendations' = teacherRecommendations ENDIF))

G (AppendWarning(recommendations) —  (teacherRecommendations' =
Append(recommendations, "Warning")))

G (AppealDecision — (3 appeal € appeals: (IsValidAppeal(appeal) A
ProcessAppeal(appeal))))

G (WarningDecision — (IF violations > WarningThreshold THEN
teacherRecommendations' = AppendWarning(teacherRecommendations) ELSE
teacherRecommendations' = teacherRecommendations ENDIF))

3.3. Verification of multi-agent systems in education

To verify the correctness of concurrent software models, a generic tool called
SPIN is used, which is aimed at efficiently verifying multithreaded software. Spin
has been used to track down logical errors in the design of distributed systems such
as operating systems, data communication protocols, switching systems, parallel
algorithms, railroad signaling protocols, spacecraft control software, nuclear power
plants, and more. The tool checks the logical sequence of the specification and
interlock reports, competition conditions, different types of incompleteness, and
unreasonable assumptions about the relative speed of processes. The properties to be
checked are expressed as linear time logic (LTL) formulas. That is, you can formally
specify the expected behavior of the system and check its fulfillment. To verify the
proposed model using SPIN, we define the main components of the system,
including agents, their actions, possible states, and state transition functions in
Promela:

Each agent is presented as a separate procedure proctype

» Agent actions are represented as conditional blocks if/else or do/od, where
the agent changes its state depending on the conditions.
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» Agent states are defined through variables of type mtype.
» Transitions between states are realized with the help of conditional
structures.
Then the model of a multiagent system will be presented in the following form:
mtype = {idle, active, analyzing, communicating, done};// The set of agent states
mtype = {complete_task, pass_test, view_material, generate_recommendation,
analyze_feedback, send_survey, collect_responses, process_data, detect_patterns}; //
A set of agent actions
chan communication = [1] of {mtype}; // A channel for exchanging messages
between agents
I/ Procedure for a student agent
proctype AgentStudent() {
mtype state = idle; //Initial state of the student agent
do
. (state == idle) -> state = complete_task;
. (state == complete_task) -> state = pass_test;
. (state == pass_test) -> state = view_material;
:: (state == view_material) -> communication!done
.. (state == done) -> break;
od;

/I Procedure for a training agent
proctype AgentLearning() {
mtype state = idle; // The initial state of the training agent
do
. (state == idle) -> state = analyze_feedback;
. (state == analyze_feedback) -> state = generate_recommendation;
. (state == generate_recommendation) -> communication?done -> state =
done;
od;
}
/I Procedure for a data analysis agent
proctype AgentDataAnalysis() {
mtype state = idle; // The initial state of the data analysis agent
do
. (state == idle) -> state = process_data;
. (state == process_data) -> state = detect_patterns;
i (state == detect_patterns) -> communication!done;
i (state == done) -> break;
od;

/I Procedure for a survey agent

proctype AgentSurvey() {
mtype state = idle; // The initial state of a survey agent
do
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. (state == idle) -> state = send_survey;
:: (state == send_survey) -> state = collect_responses;
. (state == collect_responses) -> communication'!done;
. (state == done) -> break;
od;
}
/I Procedure for system agent
proctype AgentSystem() {
mtype state = idle; // The initial state of the system agent
do
. (state == idle) -> state = active; // System activation
. (state == active) -> state = done; // Termination of interactions with other
agents
od;
}
/I Initialization of all agents
init {
atomic {
run AgentStudent();
run AgentLearning();
run AgentSurvey();
run AgentDataAnalysis();
run AgentSystem();

}

States idle, active, analyzing, communicating, done represent different stages in
the work of agents: waiting, active work, analysis, communication, and completion.
Each agent performs its actions depending on its current state. The transitions
between agent states are defined in conditional statements do/od, where each agent
changes its state in accordance with the specified conditions. After reviewing the
materials, the agent AgentStudent sends messages via the communication channel.
Agent AgentLearning receives notifications from the channel after the agent
completes tasks AgentStudent and exits the survey. When the collection of responses
is complete, AgentSurvey sends a message through the channel. To simplify the
system, we assume that AgentSystem remains unchanged, only activates the system
and exits. Channel. communication is used to exchange states between agents. Agent
AgentStudent and agent AgentSurvey send messages to the channel, and the agent
AgentLearning receives them and reacts accordingly. We use this model to test the
interaction of agents in SPIN to make sure that they perform their actions correctly
and communicate with each other through the communication channel.

In the simulation mode, we can see how agents change their states and transmit
messages through channels. For example, an agent AgentStudent completes its task
and sends a message through the channel, and the agent AgentLearning receives this
message and continues its work. After executing the simulation command: spin -p -g
-1 model.pml, we get the following result:
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1: proc 0 (init) line 26 "model.pml" (state 1) [atomic {run AgentStudent();run
AgentLearning();}]

2: proc 1 (AgentStudent) line 6 "model.pml" (state 1) [state == idle]

2: proc 1 (AgentStudent) line 6 "model.pml" (state 2) [state = active]

3: proc 1 (AgentStudent) line 7 "model.pml" (state 2) [communication!done]

3: proc 1 (AgentStudent) line 8 "model.pml" (state 3) [state == done]

4: proc 2 (AgentLearning) line 12 "model.pml" (state 1) [state == idle]

4: proc 2 (AgentLearning) line 12 "model.pml" (state 2) [state = analyzing]

5: proc 2 (AgentLearning) line 13 "model.pml" (state 2) [communication?done]

5 proc 2 (AgentLearning) line 14 "model.pml" (state 3) [state =
communicating]

6: proc 2 (AgentLearning) line 15 "model.pml" (state 4) [state == done]

Thus, the process of proc 1 (AgentStudent) means that the AgentStudent agent
starts in the idle state (line 2), moves to the active state (line 2); the AgentStudent
agent sends a done message through the communication channel (line 3); the
AgentStudent agent completes its work by moving to the done state (line 3). The
process proc 2 (AgentLearning) means that the AgentLearning agent starts in the idle
state (line 4), enters the analyzing state (line 4); the AgentLearning agent waits for a
message through the channel. As soon as it receives a done message, it enters the
communicating state (line 5). After that, the AgentLearning agent completes its work
by switching to the done state (line 6). The analysis shows that the transmission of a
message through the communication!done channel from the AgentStudent agent is
successful, and the AgentLearning agent receives this message through
communication?done. Both agents correctly change their states and complete their
work, which is evident at the end of the simulation for both processes in the done
state. This simulation result demonstrates the correctness of the interaction of agents
through the communication channel and the execution of their actions.

LTL formulas make it possible to formally describe the behavioral properties of
multi-agent systems and check their correctness using SPIN. For this purpose, the
following operators are used [], <>, X, U and others, which are translated into
Promela through the corresponding expressions Itl. (Table 1).

Table 1
Designation of specific LTL operators in keywords in Promela
Operators LTL Promela keywords
[1(p) It always_p { [1(p) }
<>(q) Itl eventually q { <>(q) }
X(r) Ith next_r { X(r) }
pUq Ithuntil_p_q { (p) U (a) }
p->q Itl implication_p_ q{ (p->q) }
[(p -> <>q) Itl always p_eventually g { [1(p -><>q) }

To verify the formal specification of an agent-based decision support system for
distance learning using SPIN and the Promela language, we translate logical
formulas based on linear temporal logic (LTL) (Specification 1) into the Promela
code:
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Step 1. Translate LTL formulas into Promela to check system properties:

Itl p1 { <> (Unlawful_Behavior) }

Itl p2 { <> (Unlawful_Behavior U every_n_steps(Period)) }

Itl p3 { <> (Sent_Notification_of_Violation) R <> (Received_Appeal_Response)

Itl p4 { <> (Used_Auxiliary_Tools) -> <> (Block_Test) }
Itl p5 { <> (Violation_Detected) -> <> (Send_Warning) }

Step 2. Creating a system model in Promela based on the specification of agents,
their actions, states, and possible events (e.g., violations, test blocking, etc.).
mtype = {idle, active, analyzing, violation_detected, send_warning, block_test};
proctype AgentStudent() {
mtype state = idle;
do
. (state == idle) -> state = active;
. (state == active) -> // Actions like completing tasks, answering questions
od;
}
proctype AgentLearning() {
mtype state = idle;
do
:: (state == idle) -> state = analyzing;
:: (state == analyzing) -> // Generate recommendations
od;

/I Define LTL formula for detecting violations and warnings
Itl p1 { <> (violation_detected) }
Itl p2 { violation_detected -> <> (send_warning) }
/I Initialize system
init {
atomic {
run AgentStudent();
run AgentLearning();
}
}

Step 3. Generate a model for verification

Step 4. Compile the generated code

Step 5. Run the verification of each formula.

Step 6. Analyze the results.

For example, we check the property that guarantees that “sooner or later a
violation will occur in the system,” i.e. Unlawful_Behavior: Itl pl1 { <>
(Unlawful_Behavior) }

This means that on any system execution path, the Unlawful_Behavior event
must occur at least once in the future.

When checking this property, SPIN can return several different results:
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» Successful verification, if the system always has at least one execution path
on which the Unlawful_Behavior event occurs at least once, SPIN will confirm that
the system meets the specified formula (Fig. 1):

Valid: The formula holds in all executions of the system.

Figure 1. Successful verification

*  Verification error, if SPIN finds an execution path where the
Unlawful_Behavior event never occurs (for example, the system can run indefinitely
without a violation occurring), SPIN will return an error message and we will get an
execution trace showing exactly how this situation occurred (Fig. 2).

Error: The formula does ot hold in all executions.

Figure 2. Verification error
If the system loops, if the system enters an infinite loop and Unlawful_Behavior
is never called, SPIN can determine this as an LTL formula violation. That is, in an
infinite loop, the system never reaches a state where Unlawful_Behavior can occur.
If the verification fails, SPIN provides an execution trace that shows the
sequence of states the system went through and the events that did or did not occur.
The execution trace is presented as a sequence of events and states of the system,
which allows us to recreate how the system moved between states and where the
verified property (LTL formula) was violated.
The execution trace contains information about the values of variables,
communication channels, process states, and events that occurred at each step:
Trace for assertion violation
proc 0 (AgentStudent) line 10 "model.pml" (state 3)
proc 1 (AgentLearning) line 15 "model.pml" (state 2)
proc 2 (AgentDataAnalysis) line 20 "model.pml" (state 1)
proc 3 (AgentSystem) line 25 "model.pml" (state 4)
proc 4 (AgentSurvey) line 30 “model.pml* (state 2)
step 0: proc O (AgentStudent)
state change: state -> active
step 1: proc 1 (AgentLearning)
state change: state -> analyzing
step 2: proc 0 (AgentStudent)
state change: state -> done
step 3: proc 2 (AgentDataAnalysis)
state change: state -> done
step 4: proc 3 (AgentSystem)
state change: state -> done
step 5: proc 1 (AgentLearning)
state change: state -> communicating
step 6: proc 4 (AgentSurvey)
state change: state -> analyzing_survey
step 7: assertion violated in line 20 of "model.pml"”
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Each “step” represents one step of system execution. Steps include information
about which process (agent) was active and what state changes occurred. For
example, in step 0, the AgentStudent process went to the active state, and in step 2,
the same agent changed its state to done.

Processes represent system agents or other independent parts of the program.
Each process has its own number and name (for example, AgentStudent), as well as
a line of code and the state of the process at the time of the trace. If the trace leads to
a specification violation, SPIN indicates the line of code where the violation
occurred (Figure 3):

assertion violated in line "model . pml

Figure 3. Property violation on line 20 of the code
Thus, specification verification using SPIN and Promela ensures high reliability
and accuracy of agent-based system development, helps minimize risks, and
improves the overall quality of the system, especially in the context of distance
learning, where the requirements for process correctness are particularly high.

3.4. Recommendation subsystem

To solve the urgent problems of each of the participants in the educational
process, a subsystem for assessing student and teacher satisfaction has been
developed. This approach allows for effective management of internal learning
processes in an educational institution. The implementation of the subsystem for
assessing student satisfaction using the online platform consists of the following
stages.

Stage 1: Set the goal of increasing student and faculty satisfaction to a certain
level. To measure satisfaction, we define key performance indicators (KPIs).

We develop questionnaires with questions that cover all aspects of using the
platform. This questionnaire includes both closed and open-ended questions, which
allows us to obtain both quantitative and qualitative data on student satisfaction with
the online platform.

Stage 2. The online platform Google Forms was chosen for the surveys.

Questionnaire processing consists of collecting responses, processing data,
analyzing results, and preparing a report.

Questionnaire processing algorithm:

Step 1. Placement of the questionnaire: Publish the questionnaire on an online
platform or send it out by email. Set a deadline for submitting responses.

Step 2. Data collection: Saving all answers in a single database or spreadsheet.

Step3. Data preparation: Exporting the collected responses to a format
convenient for processing (CSV or Excel). Checking the data for completeness and
correctness.

Step 4. Categorization of answers: Dividing data into categories according to the
questionnaire questions.
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Step 5. Calculation of quantitative indicators: For closed-ended questions
(scoring on a scale from 1 to 5), calculate mean, median, mode, and other statistics.
Build graphs and charts to visualize the results.

Step 6. Calculation of quantitative indicators: For closed-ended questions
(scoring on a scale from 1 to 5), calculate mean, median, mode, and other statistics.
Build graphs and charts to visualize the results.

Step 7. Analysis of open responses: Analyzing open-ended responses to identify
key themes and trends. Build word clouds or other visual representations to help
interpret the results.

Step 9. Interpretation of quantitative data: Identify key trends and problem areas
based on the calculated statistical indicators. Comparison of results between different
groups (e.g., among students by age, course, etc.).

Step 9. Interpretation of qualitative data: Identification of the main topics and
problems mentioned by participants in open-ended responses. Assessment of the
general mood and tone of the answers.

Step 10. Preparation of the report: Prepare a report that includes key findings
from the data analysis. Include graphs, charts and other visuals to illustrate the
results.

Step 11. Recommendations: Developing recommendations based on the results
to improve the online platform. Identification of priority areas for implementation of
changes.

Step 12. Communication of results: Presentation of the report to the stakeholders
(school administration, teachers, technical support). Publishing a summary of the
main results for participants.
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Figure 4. a) The "liked_elements"” cloud shows the most popular or frequently
mentioned elements or features that user liked about the product. b) The
"improvement_suggestions™ cloud shows user recommendations for improvements in
the product. ¢) The "support comments" cloud displays user comments about the
quality of support. d) The "general_feedback" cloud shows the general feedback
users have given to the product.

Create the file survey_responses.csv, which will contain the survey data,
containing columns that correspond to the survey questions. This file contains data
from the survey, where each row represents the response of one survey participant to
different questions. Each column corresponds to a specific question or aspect that
was rated by the participants on a scale from 1 to 5, where 1 is very bad and 5 is very
good. These graphs help to understand how users perceive a product or service and
identify possible areas for improvement. In this case, qualitative data processing

d Needs
d Overall
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graphs are word clouds that visualize the most common words or phrases found in
user comments. Each of these graphs corresponds to a specific question in the
questionnaire (Fig. 4). This data will be used to analyze user satisfaction and identify
areas for product or service improvement (Fig. 5).
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Figure 5. a) The interface_usability graph shows the distribution of user ratings on
the interface usability scale. b) The material_accessibility graph shows the
distribution of material accessibility scores. ¢) The support_quality graph shows the
distribution of support quality scores. d) The overall_satisfaction graph shows the
distribution of overall user satisfaction with the product or service

Based on the data analysis, the following recommendations were made for
teachers:

e Improve support for technical and methodological issues — if the average
value for this criterion is less than 4, technical and methodological support for
teachers should be improved.

® Enhance opportunities for interactive interaction with students - if the
average value for this criterion is less than 4, you need to increase opportunities for
interactive interaction with students.

e Provide more options for professional development — if the average value for
this criterion is less than 4, more opportunities for professional development of
teachers should be provided.
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Based on the analysis of the results of the survey of teachers on their satisfaction
with the use of the online platform, several main areas for improvement can be
identified:

1. Increase the efficiency of using electronic resources for teaching.

According to the survey, teachers evaluate the effectiveness of the use of
electronic resources for teaching with an average of 4 out of 5 points. This shows
overall satisfaction, but also indicates that there is room for improvement.

Recommendations: Simplify navigation and access to materials. Add the ability
to create interactive learning materials (e.g., interactive presentations, video tutorials
with interactive elements). Introduce new test formats and automatic tools for
assessing students' knowledge.

2. Support for teachers in the use of e-learning systems.

Technical and methodological support received an average score of 4 out of 5,
which indicates a sufficient level of satisfaction, but also points to the need for
improvement.

Recommendations: Provide round-the-clock technical support through various
channels (chat, phone, email). Regularly conduct trainings on how to use the
platform, including new features and best practices. Provide an opportunity to order
individual consultations to solve specific problems.

3. Expanding opportunities for interactive interaction with students.

Opportunities for interactive interaction with students are rated 4 out of 5, which
shows the need for additional features to improve interaction.

Recommendations: Introduce additional tools for video conferencing, interactive
forums and chats. Expand feedback opportunities, for example, by adding the ability
to conduct surveys and questionnaires in real time. Introduce gamification elements
to increase student motivation.

4. Assessment of opportunities for professional development of teachers.

Opportunities for professional development through the use of e-learning
systems received an average score of 4 out of 5, which indicates the need to expand
such opportunities.

Recommendations: Introduce professional development programs that include
courses, webinars, and the possibility of obtaining certificates. Create a platform for
the exchange of experience and best practices among teachers. Introduce a system of
incentives for participation in professional development programs. The results of the
survey show the overall satisfaction of teachers with various aspects of e-learning, as
the average scores are at the level of 4 or higher.

4. Conclusion
The article proposes an agent-based method for improving the efficiency of e-
learning, which consists of the following stages:

Stage 1: Analysis and preparation. The main goals of the system are identified:
improving learning efficiency, automating processes, increasing student and teacher
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satisfaction. Existing systems and limitations were analyzed, and suitable
technologies for agent-based systems were explored.

Stage 2. System design. The main components of the system were identified: a
video surveillance subsystem, a multi-agent system, and a decision-making system.
The architecture of interaction between the components was designed. Agents' roles
and functions (data collection, analysis, recommendations) were established, and
their interaction algorithms were formalized.

Stage 3. Verification. Formal confirmation of the correctness of the specification
of the agent-based decision support system for distance learning was conducted
using SPIN and the Promela language, which provides confidence that the system
will work as expected, especially for critical properties such as preventing violations,
providing timely feedback, and guaranteeing the accuracy of recommendations.
Using SPIN allowed us to test different scenarios of agents' operation and their
interaction at the design stage, which helps to avoid mistakes during the
development phase or during system operation. The correctness of agent interactions
was checked.

Stage 4. Development and implementation. Program modules for agents were
developed, a video surveillance subsystem implemented, and both functional and
integration testing were performed.

This method automates monitoring, analysis, and decision-making, improving
education quality and satisfaction. Verification ensures system reliability and
security. Simulation results show agents interact correctly and fulfill their tasks.
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Anomauia. Y pobomi posenadaiomvca  maki  npodiemu  Cy4acHo2o
OUCMAHYIIHO20 ~ HABYAHHA,  AK  [HOUBIOYani3ayisi — HABUAILHO2O — NPOYecy.
O0rpyHmMosaro HeoOXIOHICMb 800CKOHANEHHA Memo0i8 NIOMPUMKYU OUCAHYITIHOZ0
HABYaHHA OnA NiosuwjeHHs axocmi oceimu. JlocniOdceHHa CnpsaMogane Ha
NIOBUWEHHS AKOCME OCEIMU Ma OP2aHI3ayii HAGUAILHO20 NPOYeCy 3a OUCMAHYIIHOT
@opmu  HaguanHA.  3anponoHOBAHO  KOMNIEKC — 63AEMONO6 A3AHUX — 3A60AMHD,
PO36’A3aHHS SKUX NOISi2A€ 8 opeaHizayii egexmusHoi 63aemo0ii sukiadaua ma
cucmemu ynpaeninus Hasuanusm (LMS) 3a 0onomocoi azenmnoco nioxooy.
OcHoBHUM pe3yTbmamom, AKUll BUSHAYAE HOBU3HY pobomu, € ¢popmanizayis ma
iHmezpayia maxux npoyecis: (i) 2eHepy8anHs 8 pedcumi peaibHO20 4acy nPono3uyii
BUKNIA0AYe8] w000 KOHMPONO 34 BUKOHAHHAM 3A60aMb NI uYac icnumie yu
eeKMPOHHO20 mecmy8ants, (ii) MOHIMOPUHE HABUAHHA CMYOeHmMi8 NPOMALOM
cemecmpy 3 MOJICIUBICMIO 3MIHU mpackmopii uasuanmus, (iii)) MoOHImopuHe
npucymuocmi 6amvKié Ha OHAAUH-KAAcAx, (Iv) cmeopenHs pekomeHOayii OJis
KepieHUYmea ma iHuux 3ayikasieHux Cmopin w000 NOKPAWEHH S OHLAUH-HAGUAHHSL.
Taxooc npedcmasneno nepesipky Gopmanvhoi cneyugikayii cucmemu nPULHAMMI
piuleHb Ha OCHOGI azenmis O OUCMAHYIIHOZ0 HABYAHHA 3 BUKOPUCTAHHAM
incmpymenmy SPIN ma moeu mooenroseanns Promela. Bepugixayia 30iticnioemuvcs
3a opmyramu niniiHoi uacoeoi nociku (JITJI), wo o0o36onae nepesipumu
KOPEeKMHICMb 83A€MOOIT MIdIC azeHmMamu ma GUKOHAHHA KIIOYOBUX 61aCMUgocmel
cucmemu, Makux SIK CBOECHACHA O00pOOKA OaHux, peazyéanhs HA NOPYUWEHHS
BUKOHAMHA CMYOEHMAMU MeCMY8ants. Npasuia ma peKoMeHOayii euumenis.
Mooenosanns npomomuny 3anponono8anol cucmemu niomeepodicye egpekmusHicmo
it euxopucmanns Ak 3acoby OocniodcenHs opeauizayii HasyanbHo20 npoyecy. Bin
NOKA3YE, AK A2eHMU MONCYMb 00NOMO2MU 30upamu i aHanizysamu OaHi npo me,
HACKINbKU  eheKmUBHO BUKOPUCHOBYIOMbCS €NIeKMPOHHI pecypcu 08 HAGYAHHS
cmyOoeHmig i UK1a0ayis.

Knrwwuoei cnosa: cucmema ynpagninus HAGYAHHAM, MOHIMOPUHZ, HABUATLHULL
npoyec, azeHmu, Xmapui obuucnenwHs, cneyugikayii yacoeoi n02iku po3noodireHoi
cucmemu, 4acosa J02iKka sMIHHO20 4acy, 6epuqikayis
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Section 2. Intelligent systems and data analysis
UDC 004.71
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BASED ON PRECEDENTS
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Abstract. A method of assessing and forecasting the technical condition of
complex critical application systems based on precedents has been developed. When
presenting a precedent in the form of a set of parameters with specific values and
decisions, the following are taken into account: parameters describing the
precedent; risk assessment, probability of failure and assessment of damage from
failure of complex systems; recommendations of the decision-maker; assessments of
working capacity (partial or full); refined estimates of parameters of the technical
condition of complex systems; the predicted values of the parameters of the technical
state of complex systems are specified. An information intelligent system for
assessing and forecasting the technical condition of complex systems of critical
application has been developed using the method of reasoning based on precedents
(CBR) and a decision-making strategy has been developed for finding equipment
failures based on established assessments of their technical condition. To check the
performance, the simulation of the full cycle of functioning of the information
intelligent evaluation system, forecasting the probability (risk) of failures of complex
systems was carried out using the example of a ship's power plant. The obtained
values of probability (risk) estimates of subsystems, components, elements and their
mutual relations, which do not contradict expert assessments, testify to the
effectiveness of diagnostics, evaluation and forecasting of the technical state of
complex systems, taking into account full and partial failures of performance. Taking
into account partial (full) equipment failures of complex systems of critical
application will allow making decisions aimed at pre-failure maintenance of
systems, ensuring operational efficiency, and, therefore, increasing the efficiency of
their operation. The sequence of decision-making using the proposed information
intelligent system with a CBR cycle, which takes into account the operations of data
processing and structuring according to precedents, within the framework of the
functioning of the developed software, ensures the operation of the information
intelligent system with incomplete information. The results of calculating the
efficiency of the operation of complex systems of critical application, taking into
account the partial failures of the equipment and carrying out its pre-failure
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maintenance, took into account that the efficiency is determined by the probability of
maintaining the system's operability.

Keywords: model, method, simulation, algorithm, software, intelligent, method
of reasoning based on precedents, diagnosis, evaluation, prediction, decision maker,
complex technical system, ship power plant.

1. Introduction.

One of the main causes of man-made accidents associated with complex
technical systems (CTS) used in transport, aviation, energy, etc., remains failures
during the operation of system equipment. Thus, from the analysis of the results of
the operation of ships, it follows that, despite the measures to ensure the safety of
navigation, the number of accidents at sea remains high. The main one of the many
causes of accidents is CTS failure. In this regard, such CTS belong to complex
systems of critical application (KA).

Complex technical short-circuit systems are hierarchical structures with a non-
trivial internal structure, multi-functional numerous subsystems, components,
elements and complex connections between them, which are in various states of
failure. A characteristic feature of the operation of the short-circuit system is
uncertainty during operation, incompleteness of information in the data
characterizing the technical condition (TC) of the systems. In connection with the
increase in requirements for the safety and reliability of expensive shipboard CTS
short-circuits, their effectiveness depends significantly on the need to increase the
time and resources of operation. Increasing the effective operation of the CTS can be
achieved by applying the results of the development of models and methods of
diagnosis, assessment and forecasting of the TC of complex systems and their use in
intelligent information systems (11S), which allow evaluating and forecasting the TC
based on the results of diagnostics.

Well-known methods of evaluating and forecasting TC of complex systems,
which are implemented in IIS: reasoning based on precedents; analogies; systemic;
heuristics for optimization tasks (genetic algorithm, artificial immune networks,
annealing method, methods of swarm intelligence, including ant algorithms);
structural mapping taking into account precedents for OWL ontologies. A number of
the listed methods have disadvantages: high growth of algorithmic and
computational complexity during application; the need to implement non-trivial
stages of pre-processing of various data; lack of effective opportunities for visual
interpretation of results. A general disadvantage is the large dimension of the number
of possible problems for further use during decision-making.

Increasing the efficiency of the operation of short-circuit short-circuit systems by
applying the results of model development and methods of diagnosis, assessment and
forecasting of complex system systems, taking into account partial and complete
failures of their equipment, is an urgent scientific task.
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2. Comparative analysis of models and methods of intellectualization of
assessment and forecasting of the technical condition of complex critical
application systems.

The development of conceptual models and methods of evaluation of TCs of
complex short-circuit systems requires taking into account the possibility of
continuing the operation of CTS in conditions of partial failure of operation with a
plurality of scenarios of their development [1]. This approach helps to increase the
efficiency of operation of the CTS by increasing the period of productive work
before scheduled maintenance and restoration measures.

The measure of man-made accidents is the risk of equipment failure with
consequences determined by the level and period of operation of the CTS [2]. Risk
analysis is associated with the process of risk assessment of failures - it is the
identification of hazards with an assessment based on the criteria of acceptable risk
of failure with qualitative and quantitative results and with the transfer of hazards to
the level of measurable categories [3].

When assessing the risk of CTS failures, the following should be taken into
account: hierarchy, topology and variety of equipment, which differs in terms of
physical principles, parameters and modes of operation; functional state; operating
conditions under uncertainties; results of diagnosis of TC; difficulties in obtaining
statistical and expert data on failures [3, 4, 5, 6, 7]. Only the OREDA database and
the service method for safety assessment of CTS [8] are available sources of
statistics for risk assessments of failures, for example, of ship's CTS.

Known methods of assessing the risk of CTS failures differ in the methods of
obtaining the probability and losses from failures [9].

Assessments of the risk of CTS failures within the framework of the technocratic
concept are performed using methods that are divided into deterministic,
probabilistic, expert assessments under conditions of uncertainty, combined,
performed based on the results of diagnosing complex system TCs.

Advantages of the probabilistic method: accident scenarios and consequences of
failures are analyzed; interdependencies between CTS equipment regarding failures
are taken into account in an explicit form; the possibility of quantifying the impact of
uncertainty on risk assessments; ranking of security flaws and issues. However, it
follows from the literature that models based on probabilistic approaches to
estimating the risk of shipboard CTS failures are used in a limited way, allowing to
obtain approximate estimates of the risk of failures without a sufficient amount of
objective information. The most common methods of assessing failure risk indicators
are expert methods. However, the disadvantages of such methods are associated with
the high complexity of selecting experts with the necessary qualifications and the
subjectivity of their assessments.

The significant advantages of the Bayesian trust network (BTN) method make it
a promising application for risk assessments of CTS failures. Cognitive simulation
modeling technology is also used in models for assessing the risk of equipment
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failure from the point of view of its significance and criticality for the operation of
the CTS [10, 11].

The method of fuzzy probabilistic modeling is used to construct the relationship
between the actual resource and the probability of CTS failure [12, 13]. However,
the availability of fuzzy logic apparatus standards does not solve the problem of
numerical evaluations of the risk of CTS failures. This is due to the fact that the
standards formulate criteria without models, which are necessary for the comparative
analysis of options for assessing the risk of CTS failures. From the conducted
analysis of models and methods, it follows that, despite a number of advantages, they
cannot be used in their original form as conceptual models, methods for assessing the
risk of CTS failures due to a narrow industry focus. Most of the models and methods
are based on the assumption of operation of the CTS equipment in standard modes,
without taking into account their partial failures. However, the application of the
results of the development of information technologies is possible to solve many of
the listed problems for assessing the risk of CTS failures [14, 15, 16]. The level of
safety, for example, of ship's CTS, is largely determined by the quality of TC
forecasting based on the results of risk assessments of their equipment failures [17,
18]. Forecasting, as well as diagnosis of TC, should take into account the specifics of
CTS, which are operated under uncertain, extreme impacts, with insensitivity to
incomplete data on the equipment and their interconnections, partial or complete
failures [7, 12, 17]. TC forecasting can be carried out using machine learning
methods based on specified indicators of the TC functioning [19], but this approach
can be applied when only binary TC is taken into account. PHM (Prognostic Health
Management) [20] is a promising forecasting method for calculating the remaining
service life of CTS.

The analysis of models and methods of forecasting showed that changes in the
TC of ship CTS are difficult to predict. This is due to the following reasons: lack of
qualitative and quantitative expert data on system reliability; dynamics of operating
conditions; human factor [21].

Known models and methods of TC forecasting based on deterministic and
formalized statistical models are not universal. There are no opportunities to fully
account for the specifics of the functioning of system equipment, especially in
conditions of uncertainty of the effects on the CTS of various external or internal
factors. An important drawback is that similar models and methods are not
recommended for shipboard CTS because they do not meet the requirements of the
International Convention for the Safety of Life at Sea SOLAS-74, the provisions of
the International Safety Management Code. A significant shortcoming of models and
methods of forecasting CTS is that they have not been tested by long-term practical
use.

Structural models based on mechanisms and methods of artificial intelligence
have a significant advantage for adequate forecasting of CTS failure risk assessments
[22]. Similar models make it possible to predict the risk of CTS failures using
mechanisms for identifying implicit dependencies between input and output data
samples, supporting various learning algorithms. This has a significant advantage for
CTS when evaluating and forecasting scenarios of loss of working capacity
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containing hundreds of criteria and indicators. The possible solution of problems is
also connected with the development and development of complexes of problem-
oriented programs [15, 23, 24]. At the same time, the role of methods based on
modern software for evaluating and forecasting complex systems' TC is growing.
Ensuring the guaranteed safety of the operation of the CTS due to the timely and
prompt prevention of the transition of normal situations to critical, emergency or
emergency situations is the basis of the failure risk management strategy [1, 25].
Such a strategy is based on a systematic analysis of the multifactorial risk of failure,
its reliable assessment in different modes of operation of CTS and forecasting of
their TC during the period of operation [4].

The analysis of publications, regulatory materials on assessments and forecasting
of the risk of failure of various types of CTS showed that the existing diversity of
models and methods requires the removal of complex and significant uncertainties,
the improvement of the accuracy of assessments and forecasts. Many models and
methods take into account the operation of CTS equipment in standard modes,
without taking into account partial failures of performance, and are based on
engineering, expert and other approaches with complex and expensive calculations,
which limits wide application and has a narrow focus of models and methods.

Thus, in order to ensure the efficiency of operation of CTS, the tasks of
development and development of new models, methods and their algorithms,
implemented in the form of complexes of problem-oriented programs for evaluation
and forecasting of TC systems, remain relevant.

3. Comparative analysis of information intelligent systems for diagnosis,
assessment and forecasting of the technical condition of complex critical
application systems

Traditionally, information intelligent systems are understood as interactive
computer systems that help a decision-maker to use information, a complex of
mathematical and heuristic models and methods to solve poorly structured or
difficult to formalize problems [26]. The efficiency of IS functioning affects the
efficiency of CTS operation throughout the entire period of their life cycle. IS is
united by the general method of forming alternatives of management decisions in
CTS, determining the consequences of their implementation and justifying the
choice of an acceptable management decision [27]. The 1IS includes: data sources
and model, model database and software subsystem, which consists of database
management systems (DBMS), model database (SBM) and user interface. The main
tasks that are solved in the IS are data entry, storage and analysis.

Main functionality of IIS:

« gathering the necessary information from various data sources;

« transformation of collected information into a single data format;

« generating requests to the data warehouse, processing them, searching for
information, forming and providing information in a format convenient for analysis
and decision-making.
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The 1IS should have a web client-side interface or be completely web-oriented
[28]. 1IC data storage can be built on different types of DBMS, but given the web
orientation and the increasing share of cloud technologies on the market, it is better
to rely on web-oriented DBMS MySQL and PostgreSQL, as well as on specialized
cloud DBMS - MS Azure. Data sources come from the information system of the
operational level from a special database and contain engineering and data from
external sources. The data model is built on the basis of: data sources and
repositories; operational staff and data showcase; metadata. The database of models
provides analysis in 11S. Almost all DBMSs have OLAP extensions in one form or
another, therefore operationally, the analytical part of IS is considered ready already
by choosing the type of DBMS for the data warehouse. When building a data
repository, the task of building a mechanism for working with metadata to describe
the data structure in the database is relevant. The design and construction of the
metadata tree is carried out by IS developers. The classification at the conceptual
level distinguishes managed 11Ss: by messages (Communication-Driven DSS); by
data (Data-Driven DSS); documents (Document-Driven DSS); knowledge
(Knowledge-Driven DSS); models (Model-Driven DSS). The classification of
architecture can be as follows: functional; independent data stores; two-level and
three-level data warehouses. Depending on the type of data these systems work with,
IIS can be conditionally divided into operational and strategic. OLAP and Data
Mining are two components of the decision support process. Data operations are
carried out by OLAP - a machine that implements the concept of operational
analytical processing. According to the method of data storage, MOLAP, ROLAP
and HOLAP are distinguished. Depending on the location of OLAP machines,
OLAP clients and OLAP servers are distinguished. The OLAP client builds a
multidimensional cube based on the raw data (to obtain the necessary sections -
reports) and calculates on the client PC, while the OLAP server receives the request,
calculates and stores the aggregate data on the server, issuing the results. Cubes and
other analytical reporting must be configured. I1S classification is also carried out by
levels (initial, medium, higher) and by level of distribution (concentrated,
distributed) [29].

11S uses various methods for analysis and development of proposals: information
search; intelligent data analysis; knowledge search in the database; reasoning based
on precedents; simulation modeling; evolutionary computing and genetic algorithms;
neural networks; situational analysis; cognitive modeling, etc. The use of artificial
intelligence in 11C will allow to expand the functionality of the system, increase the
operational efficiency and reliability of the CTS.

One of the most important functions of the IS software is the evaluation of the
possible results of the decisions made and the prediction of the TC of the CTS [30].
The choice of the applied specific 1IS forecasting method remains with the system
developer. Most often, factographic methods are used in software as the least
dependent on subjective factors. In conditions of weakly formalized initial data,
expert methods are used, but with limitations associated with the availability of a
sufficient number of experts.
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As it follows from [4, 7], during the functioning of the CTS, adverse impact and
factors (Al and AF) can disable individual subsystems, components, and also affect
the performance of the systems. Incidents and disasters are usually difficult to
predict or unpredictable (for example, personnel errors, natural disasters, etc.). Their
influence can have consequences of varying degrees of severity - up to the complete
destruction of the CTS [31]. The development of IIC for managing the risk of
equipment failures in order to ensure the survivability of shipboard CTS in case of
Al and AF is a promising direction in ensuring the safety of CTS [25]. Such I1Ss can
be implemented both in the form of individual stand-alone solutions and in the form
of modules that complement the necessary functionality of ready-made general
purpose management and decision-making systems. They make it possible to quickly
make decisions at the stage of eliminating the consequences of Al and AF, to ensure
the reliability of the CTS, thanks to the ability to identify, analyze and assess the
existing risks of failure of the CTS equipment [25, 31].

Therefore, most 11Ss are developed to solve a specific task or a general class of
tasks, and also targeting different types of users. The development of IIS to manage
the risk of failures in order to ensure the survivability of the CTS in the conditions of
incompleteness and uncertainty of the information received in the presence of
unpredictable Al and AF is one of the promising directions for the effective and
reliable operation of subsystems, components, elements and the CTS as a whole.

The main concept of IIS is to solve classic problems arising in the field of
unstructured and poorly formalized CTS [32]. These problems include the
impossibility of obtaining complete and objective information for making rational
decisions, as well as the need to use subjective and heuristic information. Additional
challenges are the presence of uncertainties in the initial data and even ambiguity in
the process of finding the optimal solution. In addition, the solution in such cases
must interact with the user in the form of dialogue or other forms of communication
between a human and a machine system.

Given these factors, there is a need to abandon traditional algorithmic methods
and management and decision-making models. Instead, it is necessary to move to the
use of technologies of intelligent systems.

11Ss must implement the scheme: assessment - forecast - decision - action. 1S
provides a decision maker with an analysis of the problem to be solved. The main
functions of IIS are assessment, forecasting of events, self-learning and adaptation,
work from the knowledge base (including formation, structuring, storage, as well as
content of the database), formation of decisions and their implementation.

The following methods implemented in 1IS are known [33, 34]:

- analogy and system;

- heuristics for optimization tasks (genetic algorithm, artificial immune networks,
annealing method, methods of swarm intelligence, including ant algorithms);

- reasoning based on precedents (nearest neighbor, extraction of precedents
based on decision trees, precedents based on knowledge, taking into account the
application of precedent);

- structural mapping based on precedents based on OWL ontologies.
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11Ss are often created based on a combination of artificial intelligence systems
using the knowledge and technologies of expert systems, machine learning, and
agents [33, 35]. To automate the risk assessment process and predict possible
failures, machine learning is widely used (analysis of large volumes of data,
detection of patterns and trends, modeling and simulation of systems). However, the
use of a large amount of data is associated with limitations in failure risk
assessments, possible errors that lead to incorrect forecasts.

The well-known method of structural mapping has the following advantages: the
possibility of formalizing the nature of multi-linked hierarchical interactions between
CTS equipment operating in stochastic conditions; flexibility of implementation of
the production approach to the formation of the knowledge base in 1IS; convenience
of software implementation taking into account the object-oriented approach. Most
of the models that make it possible to obtain new knowledge on the basis of existing
ones can be reduced to production models. The disadvantage of such models is a
shallow representation of the problem area, which affects the flexibility of forming
user dialog requests with the expert system [33].

BTN can be used for 1IS in multi-equipment CTS to model the relationships
between various factors and their uncertainties, providing a structured framework for
assessing the risk of failure under uncertainty and helping the decision maker to
prioritize the accepted. In the I1S, methods of reasoning based on precedents can be
used to evaluate and forecast the TC of the CTS in order to generalize and apply the
accumulated experience [36]. When operating CTS associated with uncertainty, the
use of a precedent approach simplifies the decision-making process. Advantages of
the method: the ability to learn based on experience; versatility; ability to work with
incomplete or unstructured data; flexibility in adapting to new situations.

Stages of Case-based Reasoning (CBR) - method cycle (Fig. 1):

1. Capturing precedents from the library of precedents (LP).

2. Indexing (for quick search of similar cases).

3. Finding the most suitable precedents for a new task.

4. Review and adaptation (modification for the current task).

5. Assessment of suitability, retention and implementation.

Retrieve Case v
[- New T|_New Case Retrieve the most similar case or i L e
L Problem J P l
\

45
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Figure 1. Case-based Reasoning cycle [36]
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Classic IIC architecture (Fig. 2):

« provides justification of alternatives based on models and methods using expert
assessments;

* includes decision-making methods under conditions of uncertainty with
modeling of problematic decision-making situations;

* contains knowledge base - a set of rules for choosing appropriate models and
decision-making methods for justifying alternatives depending on the specific
implementation of the elements of the task;

* contains a database for storing information;

* carries out multidimensional analysis of tasks and generation of analytical
reports using the OLAP server.
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Figure 2. Architecture of I1S

Currently, the implementation of artificial intelligence technologies continues to
improve the efficiency of operation of the CTS. Thus, in accordance with the
requirements of the Maritime Shipping Register, all ships must be equipped with
systems based on artificial intelligence technology [17]. For this, algorithmic and
software tools are needed, which provide assessment and forecasting of TC systems,
adequate to the set goal [14, 37]. An example of the use of IIS is the PHM method,
which covers the entire process from data collection to the use of decision-making
results. Information about the status of the CTS received in real time is used to
evaluate the IIS TC. The following can be used for vehicle modeling: fault tree
analysis; event tree analysis; Bayesian trust networks. BTN is preferred as a tool for
assessing the risk of CTS failures.

Crystal Info (Seagate Info) - 1IS, based on a flexible technology of data access
and data processing, is used among the software complexes that solve decision-
making tasks. Open OLAP technology allows integration of multidimensional OLAP
data from disparate sources (Crystal Info, Crystal Holos, Hyperion Essbase, OLE DB
for OLAP providers (Microsoft SQL Server OLAP Services and Applix TM 1, IBM
DB 2 OLAP Services and Informix MetaCube). All OLAP sources can be presented
within a single interface. For many years, researchers have been working on the
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creation of IIS for various purposes, but there are problems, from the point of view
of efficiency, of knowledge formalization in CTS, which need to be solved:

- increasing the objectivity and reliability of the decisions made in the presence
of uncertainties in the evaluation tasks, forecasting the risk of failures;

- accounting for the factors of incompleteness, ambiguity and inconsistency of
source information (data and knowledge) and rules;

- provision and processing of various types of knowledge, data and models,
development of relevant databases, databases and models;

- collection, storage and accumulation of declarative, expert information about
the problem industry in the database and knowledge base, library of precedents;

- increasing the accuracy of evaluations of CTS vehicles on the basis of new
models, methods, algorithms, software invariant to the subject area for evaluations,
forecasting the risk of failures in order to identify signs of the pre-failure state of the
equipment at an early stage of development;

- the application of adequate and technically feasible formal models for solving
the tasks, taking into account the structural, functional, informational and subject
features of the CTS.

4. Development of a method of reasoning based on precedents of the
technical state of complex critical application systems

The development of a method of reasoning based on precedents of the technical
state of complex systems of critical application includes the following stages:

1. Presentation of a precedent set of parameters with specific values and
solutions.

2. Entering the data of vehicle diagnostics of a complex short-circuit system into
the 11S of evaluation and forecasting of a vehicle of a complex system.

3. Obtaining evaluation data and forecasting of the vehicle of a complex short-
circuit system.

4. Transmission of assessment data and TC forecasting of a complex system to
decision maker system.

IS can be implemented both in the form of individual stand-alone solutions and
in the form of modules that supplement the necessary functionality of ready-made
management and decision-making systems of general purpose. They will make it
possible to quickly make decisions at the stage of eliminating the consequences of
adverse effects and impressive factors, to ensure the efficiency of the operation of
ship's CTS thanks to the possibility of evaluating and forecasting their TC [34].

The construction of the 1IS is based on the formulation of the decision-making
task in general:

N=f(F.G.A.FR,5G.P.C,PC.N5) o)

where F- is the number of failures of FE (functional elements) and FC (functional
components) of the CTS;
G -— sets of set goals;
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A - is a set of possible alternatives;

FR - equal sets of FE and FC CTS failures;

SG, P, C - a set of characteristics, advantages, criteria for ensuring the reliability
of FE and FC CTS;

RS - set of principles of coordination of evaluation of alternatives taking into
account individual criteria;

NS - necessary solution to the problem

The development and research of 11S using CBR, with the aim of increasing the
effectiveness of the implementation of learning mechanisms and adaptation to the
specifics of the problem environment for the relevant specific applications, as well as
increasing the effectiveness of decision-making in ODA based on the results of
evaluation, forecasting of TC of complex systems is relevant.

Such development and research was carried out taking into account: partial and
complete failures of FE and FC performance; a precedent model of knowledge based
on a vehicle dynamics model from a serviceable state to complete failure. The TC
dynamics model takes into account cause-and-effect relationships and the
hierarchical structure of the TC, which consists of: elements (E); components (C);
subsystems (S).

The description of the problematic situation during the operation of the CTS
consists in the consequences of partial or complete loss of FE and FC of a complex
system.

When using the method of reasoning based on precedents for the representation
of precedents, a fairly simple parametric representation, i.e. presentation of a
precedent in the form of a set of parameters with specific values and decisions
(estimates, TC forecasts and recommendations to the person making the decision):

CASE = (R.P.D.wj w! . RE.FS, RF,FF,DR |,
By TSI gy (2)
where R,P,D are parameters (risk, probability, loss) describing the precedent;

RRsc my o R - sets of FE and FC CTS failure risk assessments and
(CEn(m)’ " s ©)a

a decision maker recommendations;
PiP } - sets of FE and FC CTS failure probability

S(C.E)n(m)’ P's«:)a(z)
estimates and a decision maker recommendations;

DiDS(C’E)n(m), DIS(%(Z) - sets of estimates of losses from failures of FE and

FC CTS and recommendations of a decision maker;
f
Ys(C.EIn(m)

recommendations of a decision maker;
f

wls(c)a(z)

- assessments of working capacity (partial or full) of FE and

- evaluations of the operational capacity (partial or full) of the FC

and recommendations of the decision maker:
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RE — sets of refined specific estimates of parameters of TC FE and FC CTS,
decision-making ("1 -+ ey € RE).

FS - saving a set of refined estimates of parameters of TC FE and FC CTS,
adopted decisions;

RF - sets of refined certain predicted values of parameters of TC FE and FC of
CTS decision-making ("fi-+« "fu € RF).

FF - preservation of a set of refined forecasted values of TC parameters FE and

FC of TC, adopted decisions;
DR - diagnosis and recommendations of a decision maker [38]

$(C.€ngm) :{rS(C,e)n(m) | S(C: e) =1 S(C, E), Ns(c.e) =1 NS(C,E) Mgy =1, Ms(c)}: ®)

RIS(C)a(Z) :{ris(c)a(z) | Is(c) =1, IS(c)ia =1Az=1 Z}a

where rS(C,E)n(m) - is the risk of failures of FE CTS;

- the risk of FC CTS failures;
)

iS(C)a(z
Ny (c.e) - FE number in CTS;

m - the number of the hierarchical level of FC CTS;

s(c)
N sC.B) - number of FE CTS;
M ) the number of hierarchical levels of FC CTS;

S, C,E-FECTS;
Is, Ilc — FC CTS;
n, m — number, hierarchical level in the CTS;
a — number of intercomponent communication;
z - is the number of intersystem communication.
A - the number of intercomponent connections;
Z - is the number of intersystem connections

%sc. By " P55 TsiCB)m) 4
_ m (m ®° — o gy (4)

_ . S(C.E) n(m)
exp( As(C,E)ym) Ts(c,E),,(m))
) eXp(_a'sm)a(z) ’ T'5<C>a(z> )

(29
( ) _ S(Cla(z) _
- — Tlsea
o)

exp(—a,s(c)am -T
where 1 - is the intensity of failures;
QL — distribution parameter, oa~1/(To)" (To) — estimate of average service life before
failure

Quantitative assessment of damage from failure n(m, e) - subsystem,
component, element to determine the risk of failure:

PS(C,E),,(m) '/l(t)S(C,E)n(m)

Is(©a(z) Is()a(z)
1s(Ca(z)
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D :{ds(w)n(m) |s(c,e)=1S(C,E),n=LNm=1,M}, (5

where d - losses from failure of FE CTS
S(C)n(m)

S(C.E)n(m)

Quantitative assessment of losses from failure a(z) - FC determination of the
risk of failure:

={d, ligey =L lscy.a=1LAz=12} (6

where d; - is the loss from failure FC
s(C)a(z)

Is(C)a(zy s(e)a(z)

Performance of FE at different degrees of its loss:
f <N (cysMs(c)> n1- .
W, :{\Nf @R | f=0% Ny(c.0) =1 NS(C,E)7ms(c) =1 MS(C)} @

Ys(C,E)n(m)
Functional capacity of FC at different degrees of its loss:
W, ={W;* | f =0La=1A;z=12Z;} ®

a)IS(C)a(Z)

In the process of functioning of FE CTS in emergency scenarios, taking into
account Harrington's generalized desirability function, they can be in one of the
following TC [38]: 0 - 0.2 - the level of risk and consequences are minimal, which
do not affect the operation of CTS (RMi); 0.2 - 0.37 - the level of risk is acceptable
and the consequences are insignificant, allowing the operation of the CTS without
repair (RA); 0.37 — 0.63 — the level of risk is maximum, the consequences are
significant, but allowing the operation of the CTS during repair work (RMa); 0.63 -
1.0 - the level of risk is critical, the consequences are catastrophic, preventing the
operation of the CTS (RC). Taking into account [39] for the hierarchical structure of
CTS, TC transitions are possible in the form of a TC matrix (Fig. 3). In Fig. 3, ke,
ke, ks are the weight (significance) coefficients of an element, component,
subsystem in the structures of the CTS.

S > ST 2SS
ol W AR
Sami—> SRa — S;Ma > Skc
T T /k: T /k: T

C
Skmi—> SRa —» SEma—> She

T . AT AT .1
S;w )S%A )SaMa ’S%c
Figure 3. TC CTS matrix
The construction of the method is based on: presentation of a precedent set of
parameters with specific values and solutions; obtaining assessment data and

forecasting of complex system vehicles; formation of recommendations to ensure the
efficiency of operation of CTS equipment.
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5. Designing an information intelligent system of diagnostics,
assessment and forecasting of the technical condition of complex critical
application systems

Methods of finding solutions in IIS based on precedents are an approach based
on the use of analogies with previously solved problems to find and adapt solutions
to new situations. Similar methods include the stages that make up the CBR cycle:

1. Capturing precedents from the library of precedents (LP).

2. Indexing (organization of precedents to find similar cases).

3. Finding the most suitable precedents for a new task.

4. Adaptation (modification of the found precedent to match the current task).

5. Evaluation and implementation (checking the adapted solution for its
suitability and, if necessary, implementation).

Advantages of the method of reasoning based on precedents: adaptability; work
with incomplete information; versatility; learning Case studies can be presented in
ways including text description, diagrams, tables, prototypes and use case scenarios,
modeling through UML. Each of these methods can be effective depending on the
context and goals of the project.

The method of presenting precedents is implemented as follows. In the proposed
CBR cycle (Fig. 4) to support the exchange of knowledge, a set of input parameters
of the diagnosed TC and an array of ontologies that represent a structured description
of the domain area of the ship CTS are received at the initial block of task formation.
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Figure 4. The structure of the CBR cycle
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As a result, the structure of the object of a new precedent is generated and
content is extracted, which is performed using the nearest neighbor method based on
the results of the assessment of the degree of similarity (closeness) of the analyzed
scenario with the TC and taking into account the data in the knowledge base. Based
on the implementation of this procedure, a solution object is formed, which can be
changed for its targeted adaptation, taking into account all aspects of the scenarios of
partial and complete failures of the FE and FC CTS using the transformation method
[40]. The updated precedent is checked for logical inconsistency taking into account
the use of predicative products using the Hermit ontological method of constructing
a logical conclusion [40].The decision obtained as a result of the performed actions
is exported as a separate object containing recommendations for the decision-maker
and metadata. After that, the precedent is stored in the basis of precedents, which is a
component of the knowledge base (Fig. 4). The decision-making sequence (Fig. 5)
using the proposed CBR cycle, taking into account data processing and structuring
operations regarding precedents within the framework of the application software
system, is carried out as follows.
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Figu‘re 5. Decision-making sequence diagram

When the software system is started, the main form of the user interface is
initialized, in which the possibility of importing input data for task formation is
provided. Then the control parameters and configuration options for the operation of
all modules involved in the information processing cycle are set, including the data
processing (DPMod), precedent extraction (PEMod) and adaptation (AMod)
modules. Next, a request is made to transfer the generated data arrays to DPMod, in
which data processing procedures are performed step by step (including checking for
consistency and splitting into fragments), forming a collection for storing precedents
taking into account metadata (such as a short text description of the target, its
identifier, date of formation and some statistical indicators). After that, a request is
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made to obtain a specific PEMod precedent, in which actions from the metric
evaluation based on the nearest neighbors method are performed. The resulting result
is sent to DPMod as a collection based on an associative array.

After checking and verifying the results, DPMod sends the formed collection to
AMod for the purpose of carrying out the adaptation procedure. For this, the method
of transformation is used, taking into account the comparison of the precedent with a
set of rules, the logical products of compliance are taken into account. As a result,
the updated collection of precedents is sent to DPMod to form a list of final
decisions and their validation. To output results in the form of text records and
graphical representation, the resulting solution in serialized form (in json format) is
sent to the main form of the interface. This is necessary for further initialization of
the process of sending case data, saving them in the knowledge base, and issuing an
informational message to the user about the transaction results. For the formation of
precedents, a simple parametric representation is sufficient, i.e. presentation of a
precedent in the form of a set of parameters with specific values and a decision
(diagnosis and recommendations of the person making the decision).

Different methods of extracting precedents and their modifications are known.
The most common methods are: determination of the nearest neighbor (NN - Nearest
Neighbor) [41]; extraction of precedents based on decision trees; obtaining
precedents based on knowledge [34]; extraction of precedents taking into account
their application. The listed methods use a variety of metrics.

From the main metrics, the method of determining the nearest neighbor was
used, which allows you to easily calculate the degree of similarity of the current
problem situation and precedents with LP. The method of determining the nearest
neighbor uses a simple coordinate-by-coordinate comparison of the current situation
with a precedent, where each parameter of the description of precedents is perceived
as one of the coordinates. The DCT distance between the point corresponding to the
current situation and the point corresponding to the precedent is determined. The
effectiveness of the nearest neighbor method depends on the choice of metric. If the
precedent C and the current problem situation T are given in an n-dimensional
property space, then the degree of similarity or closeness S(C,T) of the precedent C
and the current situation T can be determined using one of the metrics defining the
distance between two points xi¢ and xi", in particular, the Euclidean distance:

—_—
Do = .,JIEF=L{IIF —xi )* o)
To determine the similarity degree value (SIM), the maximum distance Dmax in
the selected metric is calculated using the limits of the parameter ranges to describe
the precedents. After that, the value of the degree of similarity is determined, using
the limit of the ranges of parameters to describe the initial and final precedents, i = 1,
..., N. The value of the degree of similarity can be calculated as follows:
SIM =1 — Dcr/ Dmax (10)
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6. Implementation of an information intelligent system of diagnostics,
assessment and forecasting of the technical condition of complex critical
application systems

The implementation of 1IS with CBR (Fig. 6) connects the developed models and
the method of diagnosing a vehicle with a database, a knowledge base, an expert
system containing calculation, experimental, as well as data obtained by experts
during the operation of the vehicle. The development of the software structure began
with a schematic presentation of the main interacting modules of the IIS. The
structural diagram of modules and relationships (Fig. 6) reflects a visual
representation of the interaction of FE and FC in IIS.

Intelligent Database

Interface

A person

who makes g

e
dedisions e
T — ey

L
Request — A module of T
recommendations Precedent
formalization oo -
e for ensuring the base
du
sffectivaness of CTS
I Knowledge
External and ¢
: Dase
internal <
Structure of
—
CTs
Block of
extraction of
precedents
Expert
evaluations Module of Knowledge
EXPENt et formalizationof =% formalization
expert evaluations module
Diagnostic parameters
of the technical
condition of CTS

Figure 6. Structural diagram of the implementation of the method of reasoning
based on precedents for evaluating and forecasting the TC of a complex short-circuit
system

During the development of the 1S, a ship's power plant was chosen as an object
of evaluation and forecasting of the vehicle. When assessing the reliability of the
ship's power plant, it was taken into account that the CTS is characterized by a large
number of parameters that are diagnosed, which differ in informativeness and the
degree of availability when there is insufficient information for the evaluation of the
TC, as well as specific and diverse operating conditions with uncertainty. The cores
of IS are: DB; a knowledge base with methods for calculating reliability indicators
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(risks and failure probabilities) and a set of decisive rules for choosing appropriate
decision-making methods; the model of intellectualization of evaluation of TC FE
and FC CTS.IIS includes: interface module knowledge base with a library of
precedents and a knowledge base; request formalization module; a module of
recommendations for ensuring the effectiveness of the CTS; libraries of ship CTS
structural diagrams; module of formalization of expert evaluations; knowledge
formalization module. The implementation of the developed strategy in IIS is
ensured by purposeful actions in accordance with decision support for finding FE
and FC failures based on the established estimates of their TC. The model base is
known as production, in relation to the implementation of its software functionality,
it is object-oriented. The developed knowledge base is represented by rules obtained
on the basis of intellectual data analysis (a multi-level hierarchical structure of the
tree of the knowledge base), expert evaluations, the results of the application of
models of diagnostics of complex system vehicles, which functions according to the
developed sequence of decision-making (Fig. 5) and taking into account the vehicle
matrix of the vehicle control system (Fig. 3).

Upon request, the entire list of data and expert evaluations are sent to the
knowledge base from the database. As a result, evaluations of TC subsystems,
components, elements and their mutual relations are formed at the output of the
knowledge base. The vehicle evaluations are sent to the module of recommendations
for ensuring the effective operation of the vehicle and then the person who makes
decisions for the vehicle management of the complex system. The database contains:
DB of CTS structures; database of failure risk criteria; Database of vehicles of
complex systems; Database of degradation processes; Database of measures to
reduce the risk of CTS failures. The library of precedents consists of LP of incidents
and BP of emergency situations. Diagnosis of a problematic situation - complete or
partial failure of equipment and their mutual connections of the CTS is carried out by
modeling their diagnosis based on data on the risk (probability) of failures, as well as
on losses from failures. Taking into account the diagnostic data, the established
assessment of the vehicle of a complex system is entered into the LP knowledge
base, and recommendations are formed for the decision-making of a decision maker.
Based on the results of the evaluations, the TC of a complex system is forecasted.
The output may include a list of actions taken, additional comments, and references
to other precedents. The hierarchical structure of the key program logic of fragments
of data processing modules according to precedents and considerations is shown in
Fig. 7. To form the level of abstractions and ensure polymorphism when
implementing the behavior of objects implementing different stages of data
processing, three interfaces have been implemented. IData — formation of the path to
the location of the input data set, initialization of data structures and collections,
transformation of data into a single normalized view with a check for missing rows,
setting of the structure. 1Ontology - storage of structures of attributes, classes and
relationships, formation of the composition of the structure of the ontology with its
verification and validation. IPRecedent - operation with the properties of scenarios of
situations, problems and solutions, as well as the formation of the process of creating
a precedent, its preservation and serialization, checking for logical consistency.
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Each has a different implementation of the logger() method of providing
processes for logging the intermediate results of performing computational
operations over time. The DatalLoader class implements the IData interface,
performing contact with loading data into the system and operations of forming
precedent collections, checking data integrity, performing the necessary
transformations, filtering and aggregation, as well as setting the structure and issuing
messages based on the results of the performed actions in the status bar. The
OntologyMaker class implements the 10ntology interface, operating with a partial
collection of ontologies of a dynamic array for aggregating individual elements of
the ontology and is designed to form the logical base of the system structure when
building each individual precedent, providing visualization of the ontology in a
graph-oriented form.
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Figure 7. Hierarchical structure of the key program logic of fragments of data
processing modules regarding precedents and considerations
The PrecedentExtractor and PrecedentAdapter classes implement the IPrecedent

interface, overriding the precedent data management methods for use in the
extraction and adaptation procedures performed in the extractPrecedent() and
adaptPrecedent() methods, respectively, resulting in a Precedent object. The
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KnowledgeBase class is separately implemented for the implementation of CRUD
operations on rule management. Based on the use of instances of data classes, a
Decision object is formed, the state of which is described using the private properties
decisionDescription and decisionRate, and the behavior is expressed using public
methods of forming the decision object, its output and saving the results. The Visual
Studio development environment, the .NET 4.7 framework, the technology for
creating WinForms graphic interfaces, as well as functional libraries supporting
Hermit ontologies and working with JSON were used for the software
implementation of 1IS with the CBR cycle [42]. The interface of the main form of
the software system with the control tab of the process of creating precedents within
the framework of the proposed CBR cycle for evaluation and forecasting of the TC,
using the example of the ship's CTS, is shown in Fig. 8.
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Figure 8. The interface of the main form of the software system with the tab for
managing the process of creating precedents

The main menu is provided for navigation between the processes of connecting
data sources and the knowledge base (item File), management and processing of data
(item Data processing), the selection of computing operations and their
implementation (item Operations), configuration of system modules and settings for
its operation (item Settings ), issuance of reference information on the operation of
the system (item Help).

The functionality supports data manipulation from precedents, ontologies, rules
and decisions. A separate graphic widget is provided for the hierarchical
representation of the structure of ship CTS and their FE and FC in the form of a tree
of nodes. Data entry by precedents is carried out through the appropriate text field,
options are provided for providing a detailed description of the parameters, building
a summary cross-table of all values of the ship's CTS and their equipment, as well as
forms for extracting, adapting and validating (checking) compiled precedents.

90



ADVANCES
IN INFORMATION-CONTROL SYSTEMS AND TECHNOLOGIES

The formation of a table displaying the obtained results according to precedents
with an assessment of their degree of similarity, a description and a short set of
typical recommendations has been implemented. For ease of management, a separate
component for quick table navigation with CRUD operations and search is provided.
The means of visualization of the most priority options for adaptation of precedents
for a specific scenario of CTS operation, which is considered after performing all
analytical procedures, have been introduced. The possibility of local saving of
visualization results in pdf and csv formats, respectively, has been implemented. The
results of assessments of the risk of failures of the subsystems of the studied ship's
power plant, formed taking into account the compiled precedents, are shown in fig.
9.
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Figure 9. The interface of the risk assessment form for the analyzed subsystems of
the ship's power plant
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Figure 10. Main Engine subsystem failure risk prediction block
The results of forecasting the risk of failures FE and FC of the ship's power
plant, for example, for the Main Engine subsystem can be seen in the block of the
interface for viewing the risk of failures when navigating to the Predictions web page
(Fig. 10). A block for displaying a priori and a posteriori values of the risk of Main
Engine failures and a widget for displaying the dependence of the values of predicted
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a priori and a posteriori risk of Main Engine failures are provided. The user interface
of the viewing module of the output of the obtained results according to the
generated system solution is shown in Fig. 11. Support for navigating decision
scenarios has been implemented, as well as data presentation components for
decisions, causes of violations, consequences of scenarios for further system
operation, and a list of recommended actions to improve the performance of the
CTS. There are options for opening a log file for viewing the intermediate stages of
computing operations and calculations, as well as saving the results of the database.

To control the process of building a fault tree model, components for setting the
parameters of node construction methods, tree graph visualization algorithms,
graphical representations, and report generation have been developed. The
functionality of building a decision tree, viewing its structure, and adding to the
model in the editor mode are provided.
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Figure 11. User interface

The disadvantage of the method of precedents with a CBR cycle is an increase in
the time of searching for the nearest precedents. Therefore, a comparative analysis of
the time of searching for the closest precedent was carried out depending on the size
of the precedent database, taking into account data caching when initializing the data
structure as an associative array collection. The graph showing the time of
determining the TC of a complex system from the number of precedents is shown in
Fig. 12. The time spent on the closest precedent for 10,000 precedents in the
knowledge base was about 370 ms. The first closest precedent out of 5000
precedents was obtained in about 50ms. With the increase in the number of
precedents in the library of precedents, the time to determine the TC of a complex
system increases, but it does not significantly affect the total time spent on
evaluating the TC of the subsystems of the studied ship's power plant. Despite such a
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shortcoming, research has shown the possibilities of applying the method of
reasoning based on CBR precedents and its appropriate use for decision-making in
real operating conditions. The developed IIS has high performance.
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Figure 12. Time to determine the TS of a complex system depending on the size of
the precedent base
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Figure 13. Execution time of computational processes based on the number of

formed precedents

In order to estimate the time spent on the formation of the knowledge base as
part of the implementation of the proposed method with the help of the developed
1S, a comparison of the execution time of computing processes was carried out
when starting the system in the following modes: single-threaded; two-flow; four-
flow (Fig. 13). It should be noted the general exponential nature of the dependence
of the time of execution of computational processes of estimations and forecasting of
TC of a ship's power plant on the number of precedents in the knowledge base.

Thanks to the distributed computing mode, it becomes possible to reduce time
costs by up to 28% when using two data streams isolated from each other, and up to
42% in the case of dividing the computing load into four separate data streams. The
presented interface of the main form of the software system with the tab for
managing the process of creating precedents implements the functionality of
determining the serviceability of the 11S with the CBR cycle and the implementation
of the functions embedded in it.

Taking into account partial and complete failures of the ship's CTS short-circuit
equipment in the 11S will allow the decision-maker to make decisions aimed at pre-
failure maintenance of complex systems, and thereby extend the service life of the
systems, which means increasing the efficiency of their operation.
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7. Conclusion

Thus, the development and research of 1IS with CBR was carried out, intended
for effective evaluation and forecasting of TC of complex short-circuit systems by
ensuring the speed of operation of 11S.

The effective functioning of 11S with CBR is based on the use of the method of
reasoning based on precedents. 11S with CBR consists of: interface module; database
with library of precedents and database; request formalization module; a module of
recommendations for ensuring the effectiveness of the CTS; CTS structural scheme
libraries; modules of formalization of expert assessments and formalization of
knowledge. Experimental studies of IIS for evaluation and forecasting of TC of
complex systems showed that the time spent for the closest precedent to be found in
the database of 10,000 precedents was about 370 ms.

The sequence of decision-making, using the proposed IIS system with a CBR
cycle, which takes into account the operations of data processing and structuring
according to precedents within the framework of the functioning of the developed
application software system, has high speed, provides work with incomplete
information, versatility and learning with decision-making support. Thanks to the
distributed computing mode, it becomes possible to reduce time costs by up to 28%
when using two data streams isolated from each other, and up to 42% in the case of
dividing the computing load into four separate data streams. In the operation of the
proposed IIS, partial and complete failure of subsystems, components, elements and
their mutual connections in the CTS of the circuit are taken into account. Increasing
the efficiency of operation of the CTS is ensured by the speed of evaluation and
forecasting of the TC, as well as by the actions of the decision-maker aimed at
making decisions regarding the pre-failure maintenance of the equipment of complex
systems in the early stages of the development of failures. The design of the I1S was
carried out to ensure the efficiency of the CTS operation using the method of
reasoning based on precedents. The design of 1IS with CBR connects the developed
models and methods of diagnosis, assessment and forecasting of TC of complex
short-circuit systems with an expert system containing calculation, experimental, as
well as data obtained by experts during the operation of CTS. The cores of IIS are:
database; a knowledge base with a library of precedents, with methods for
calculating probability indicators, failure risks and a set of decisive rules for
decision-making; request formalization module; a module of recommendations for
ensuring the effectiveness of the CTS; CTS structural scheme libraries; module of
formalization of expert evaluations; knowledge formalization module. The
implementation of the developed strategy in the I1S is ensured by purposeful actions
in accordance with decision-making to find equipment failures based on the
established evaluations of their TCs. In order to check the performance, a simulation
of the full cycle of the 1IS evaluation, risk prediction (probability) of CTS failures
was carried out using the example of a ship's power plant using the developed
knowledge base. The received assessments of the risks (probabilities) of failures of
subsystems, components, and elements of their mutual relations, which do not
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contradict expert assessments, testify to the effectiveness of diagnostics, assessment
and forecasting of complex systems, taking into account their partial and complete
failures.
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METO/J OHIHKHA TA TIPOTHO3YBAHHSA TEXHIYHOI'O CTAHY
CKUIIAJJTHUX CUCTEM KPUTHUYHOI'O 3ACTOCYBAHHS HA
OCHOBI NTPELHEJIEHTIB

Ph.D. O. Buuy:kanin ORCID: 0000-0001-8779-2503
Hayionanvhuil ynisepcumem «Odecvka noaimexwnikay, Yxpaina
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Anomauia. Po3pobieno memoo oyinku ma npocHO3Y8aAHHA MEXHIUHO20 CMAHY
CKNIAOHUX CUCHeM KPUMUYHO20 3ACMOCY8AHHS HA OCHOBE HA OCHOBI NpeyeoeHmis.
Ilpu nooanni npeyedenmy y 6uensioi Habopy napamempié 3 KOHKPEMHUMU
SHAYEHHAMU MA DIUEHHAMU BPAXO6AHO. NAPAMEmPU, WO ONUCYIOMb Npeyeoenn,
OYIHKU PUBUKY, UMOGIDHOCMI GIOMO8 Ma OYIHKU 30umKieé 6i0 6i0M08 CKIAOHUX
cucmem; pekomeHOayii ocobdu, sKa NPUUMAE PIUeHHs;, OYIHKU Npaye30amuocmi
(wacmkoeoi abo NOGHOI); YMOUHEHI OYIHKU NAPAMEmpI8 MexXHIYH020 CMAHY
CKNIAOHUX cucmem; YMOUHEHIi NPO2HO308aMi 3HAYEHHA NAPAMempi8 MexXHIUHO20
cmawny cknaonux cucmem. Pospobneno ingopmayiiiny inmenekmyanvHy cucmemy
OYiHKU mMa NPOSHO3YBAHHA MEXHIYHO20 CMAHY CKAAOHUX CUCMeEM KpUMuiHo20
3ACMOCYBANHS 3 6UKOPUCIAHHAM MemoOy MIDKYéans Ha ocHosi npeyedenmis (CBR)
ma po3pobneno cmpameziio NPUUHAMMA piulenb Wooo NOULYKY 8i0M08 00NAOHANHS
HA OCHOGI 6CMAHOGACHUX OYIHOK IX mexniynoeo cmany. s nepesipku
npaye3oamuocmi 6yn0 30ilUCHEHO0 MOOENOBANHA NOBHO20 YUKLY (QYHKYIOHYBAHHS.
iHGhopmayitinoi  iHmenekmyanbHoi  cucmemu  OYIHIOBAHHA,  NPOZHO3Y8AHHS
timogipHoCcmi  (pU3uUKy) 6i0MO8 CKIAOHUX cucmem Ha Npukiadi CcyOHOB80i
enepzemuunoi ycmanosxky. Ompumani 3nauenHs OYiHOK UMosipHOCHmel (PU3uUKig)
niocucmem, KOMNOHEHMIB, eleMeHmie ma ix 63acMHUX 36'A3Ki6, Wo He cynepeuams
eKCnepmHUM OYIHKaM, C8i04amsb Npo eeKkmugHicms OiaeHOCMUKY, OYIHKU Ma
NPOCHO3YEAHHA MEXHIYHO20 CMAHY CKIAOHUX CUCHEM, 6paxoeylouu NOeHi ma
yacmkogi 8iOMosu npayezoamuocmi. Bpaxysamms uacmkosux (noenux) 6iomos
00NIAOHANHS CKAAOHUX CUCTEM KPUMUYHO20 3ACHMOCYS8AHHA 00360AUMb NpUtMamu
Diwlents, cnpamosani Ha nepeosiomMosHe 00CIY208Y8ANHA cucmeM, 3abesneuumu
npayesoamuicme, nioguwyeamu egexmusHicms ix excniyamayii. Ilocnioosunicmo
NputiHAmms.  piieHb 3 BUKOPUCIMAHHAM  3ANPONOHO8AHOI  THpOpMayiliHOT
inmenexmyanvnoi cucmemu 3 CBR yuxnom, wo epaxosye onepayii o6pobku ma
cmpykmypu3sayii 0anux 3a npeyeoeHmam, 8 pamkax QyHKYioHy8anHs po3pooneHozo
npozpamnozo sabecneuenns, 3abesneuye pobomy inpopmayiinoi inmenekmyanbHol
cucmemu 3 HeNOBHOIO IHHOPMAYIEO.

Knwuosi cnosa: memoo, mooenoeanus, aieopumm, npocpamue 3abe3neyeHHs,
IHMeNeKmyanbHa, Memoo MipKy8aHb HA OCHOGI npeyedenmis, JideHOCmuKd, OYiHKa,
npoeHo3ysanHs, ocoba, AKA NPUMAE piuieHHs, CKIaOHA MeXHiuHa cucmema,
CyOHO8a enepeemuiHa yCmaHosKa.
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IMPOTHO3YBAHHSA ®IHAHCOBOI'O PUHKY HA OCHOBI
MOJEJII AHAJII3Y AK].[IFI, SIKA BPAXOBYE iX 3B’SI3KU
Dr.Sci. M. Kopadsino ORCID: 0000-0002-8931-4350
Xaprxiecvruil HayioHanbHUll yHigepcumem padioenekmponixu, Yxpaina
E-mail: mykola.korablyov@nure.ua
1. Aurono ORCID: 0009-0000-2079-3413
Xapxiecvkuil HayioHanbHUull yHigepcumem padioeneKmponixy, Yxpaina
E-mail: danylo.antonov@nure.ua
O. Tkauyk ORCID: 0009-0006-2943-9887
Xapriecvruil HayioHANbHULL YHIGEpCUmMem padioeieKmpoHniKy, Yxpaina
E-mail: alexander.k.tkachuk@gmail.com

Anomauia. 30amuicme nepedbauamu yiHu Ha aKyii Mae 6axiCIU6e 3HAYEHHS 05
00TPYHMYBAHHSA TH8ECMUYIUHUX piuieHb Ha iHaHCO8OMY PUHKY. [lna ananizy axkyii 3
Memow NPOSHO3Y8AHHA (DIHAHCOBO20 PUHKY BUKOPUCMOBYIOMbCA Di3Hi niOX00u:
CMAamucmuuni Memoou, po3Ni3HAGAHHA 00pasie, epagiku, MawuHHe HAGYAHHA
mowo. Tax Ax akyii iCHYIOMb HA 6EIUKOMY MA 63AEMONOS'A3AHOMY DUHKY, MO
Mpaouyitini Memoou, wo IPYHMYIOMbCA HA IH@opmayii npo uacosi psaou 07s
oKkpemol akyii, He 8paxo8ylmb 63AEM036 SI3KI6 Midc iHwumu arxyismu. Egexm
36'a3Ky Ha  (DIHAHCOBOMY pUHKY, Oe Ha YIHU AaKyil 6nIusarmv  YiHu
63AE€MONOB "A3AHUX AKYIll, BUMALAE GUKOPUCMAHHSA [HWUX nioxodis. Bpaxyeanms
830EMO38 A3KIB MIXHC AKYIAMU MOHCe NIOBUWUMU eeKMUSHICMb NPOSHO3Y8AHHS YiH
Ha axyii. [Ipononyemvca 2ibpudHa modenv ananizy akyitl, 8 AKil GUKOPUCTOBYEMbCS
KOMOIHAYIs Pi3HUX THMENeKMYAIbHUX MEXHONOT.: PeKYPEHMHUX HEUPOHHUX MeperC
018 UBHAYEHHS XAPAKMEPUCTNUK YACOBUX PAOIE aKyill, WMYUHUX IMYHHUX MepexC
011 GU3HAYEHHSI B3AEMO36 A3KI8 MIJIC AKYIAMU; 2pAdOoBUX HEUPOHHUX Mepedic, Wo
00360110Mb  NPOcHO3Y6aAmMU  (DIHAHCOBUIL  PUHOK — Osl  nputiHamms  Oiibud
00IPYHMOBAHUX piUleHb 3 Memol0 OMPUMAHHS SUCOKUX NPUOYMKIE 3 HU3bKUX
pusuxig. Ilposedeno excnepumenmanvHi 0ocniodcenns 3 axyismu 16 8ioomux
TNEXHONOSTUHUX KOMNAHIL, AKI NOKA3AAU, WO HNOKA3HUK CepeOHbOK8AOPAMUYHOT
nomunku O01s ecix akyiii ne nepesuwjue 2%. Lle 6xazye na oocmammvbo 6UCOKY
eqhexmueHicms 3anponoH08aHoi 2iOpUOHO MOOeri aHani3y akyiil 01 NPOSHO3Y8AHHS
Ginancoeoeo pumky.

Knwuosi cnoea akyis, ¢hinancosuii puHoKk, NPOSHO3Y8aHHs, NPUGYMOK,
83a€MO0is, HElPOHHA Mepedca, WIMYYHA IMYHHA Mepexca

1. Beryn

@diHaHCOBI PUHKH 3aBXK/M BIUIMBAJIM Ha 6arato cep JMOACHKOI isIIbHOCTI, TaKi
sk Oi3Hec, OCBiTa, TEXHOJIOTI] Ta iH., 110 B LIIJIOMY BIUIMBAE Ha eKOHOMIKY. [IpoTsirom
OarathboX pOKIiB (axiBui 3aliManucs po3poOKOI0 Ta OCIIDKSHHSIM MoJesei
MOBEIIHKH IiH Ha akuii. CIij 3a3Ha4MTH, IO aHAN3 MOBEAIHKU IiHU aKMii € yxe
CKJIaJJHAM TIPOIECOM, OCKUIBKM pyX PHHKY I[iH Ma€ IUHAMIYHWHN, HENIHIHHWA,
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HECTalliOHAPHHH, HeMapaMeTPUYHUHA, 3allyMyIeHHi 1 xaoTHmdyHui xapakrep [1-4].
KpiM TOoro, Ha pHHOK IIiH Ha aKmii BIIMBaEe O34 TICHO B3a€MOIIOB'S3aHHX
¢dakTopiB, TakMX SIK EKOHOMiYHi, MOJITHYHI, [CUXOJOTIuHi, creuupivyni s
KOHKPETHOI KOMITaHii Ta iH.

31 30inbIIEHHAM OOCATY NaHUX BUKOPUCTAHHA TPagWLIHHUX METONIB aHAJi3y
(iHaHCOBUX PUHKIB, 3aCHOBAaHUX Ha iH(POPMAIIil IPO YaCOBi pSAU A OKPEMOi aKii,
Ja€  BeNMMKYy NOXHOKYy mporHosy. ToMmy Oynm 3alpoNOHOBaHI —alITOPUTMH
IHTENIEKTYaIbHOTO aHANi3y JaHUX JUIL HiITPUMKH MPUHHATTS pIlIeHb IHBECTOPAMH
Ha pI3HOMaHITHHX () IHAHCOBHX pPHHKax. AHali3 ()IHAHCOBOTO PUHKY CHOTOJHI
noOyoBaHMil 3 BHKOPHCTaHHAM KOMOiHamii pi3HUX TexHOJOTiH [5-8], Takux sk
MAaIIMHHE HaBYaHH, CTATUCTUKA, EKCIIEPTHI CUCTEMH Ta iH., SIKi B3a€EMOJIIOTh OJHA 3
OJIHOIO IS TIOJIETIIEHHS yXBaJICHHS OLTbII OOTPYyHTOBAHHX PIILICHB.

VY Toif camuii yac iCHye B3a€MO3B'SI30K MK 3MiHAMHU IIiH KUTBKOX IOB'SI3aHHX
aKIil, sIKi MOXYTh BHSABJSITUCS B OJHOYaCHOMY 3MiHi LiH. Tomy po3poOka Moaeneit
aHamizy akdidf, o0 BHUKOPUCTOBYIOTh PIi3HI TEXHOJOTI IHTENEKTyalIbHOTO
00po6neHHs iH(opMaIlii Ta BpaXOBYIOTh B3a€MO3B'SI3KH MiX aKIiIMH, € aKTyaJIbHIM
3aBIaHHM, 1[0 J03BOJISIE IiJBHUIIUTH TOYHICTH IIPOTHO3YBAHHS I[iH Ha aKil.

2. MeTtoau aHani3y ¢iHaHCOBUX PUHKIB

Jlnst iHBeCTyBaHHS B aKilii 3 METOIO OTPHMaHHS BHCOKOTO MPUOYTKY 32 HU3BKUX
PU3HKIB iHBECTOPU BUKOPUCTOBYIOTH JIBA OCHOBHHUX IiJAXOIH 10 IPHUHSTTS pillleHb
Ha (hiHAHCOBHX pUHKaX [9] — TexHIUHMI Ta QyHIAMEHTAIBHAIN aHaTi3H.

Texuiunmii anam3 (TA) — me KOMIIEKC METOIIB OIIHKHA Ta IPOTHO3YBaHHSI
curyanii Ha ¢iHaHCOBHX pHHKaxX. Mertoaum TA € KIIOYOBHM I1HCTPYMEHTOM ISt
aHaJi3y PHUHKY, JOMOMAraroud 3pO3YMITH, KOJW Ta fKi aKIii BapTO KyIyBaTh 4d
mpomaBaTd. TA Ha OCHOBI CTAaTHCTHYHHX 3aKOHOMIPHOCTEH Yy AWHAMINi IiH
JoTioMarae MpHiMaTH BUBa)KEHI TOPrOBeNbHI Ta iHBeCTHMLIlHI pimieHHs. Busneni
3aKOHOMIPHOCTI BHKOPHCTOBYIOTBCSI SIK IHAMKATOPH JUIsl TPOTHO3yBaHHS. TA
CIIMPAEThCS HAa BUBUYECHHS LIHOBHX PYXIB, BUSBJICHHS HMOBTOPIOBAHMX MoJeneil Ta
BU3HAYEHHSI MOJENEH, sKi JO3BOJIIOTH INependayaTd 3MiHU IiH y HaHOIMmKIOMY
MaiiOyTHBOMY.

Bip>koBi aHaTITHKKH BHKOPUCTOBYIOTH Pi3Hi iHAWKaTopu TA, sKi TomoMararTh
aHaJi3yBaTH pUHOK. BracHe, 11e € MareMaTn4Hi QYyHKIII1, 0 3aCHOBaHI HA AWHAMII
[iHK, 00Cs31 TOPTiB Ta IHIIMX CTATHCTHYHHUX JaHUX, 1 HABITh Ha KOPEIAMIIX MK
HUMH. BoHm pomomararoTe (OpMyBaTH TOProBi CHUTHaiIM, TOOTO, ITiJKA3KU
TpeiiaepaM npoJaBaTH YK KyIyBaTH, sIKi akIii Ta y sKiif KiIbKOCTI, SKi TOProBi mapu
BUKOPHUCTOBYBATH Ta iH.

[Tpote Buxopucranus auiie TA He 3aBXIU JaBajo OaxaHHH pe3ynbTaT. Tomy
KyHmiBIL YU TPOAAX aKIiii Mae IPyHTyBaTHCA Ha BHUKOPHUCTAHHI JOJATKOBHX
(daxTopiB, Takux Ak ¢yHmameHtanpHui aHamiz (DPA) [1]. Jua DA icHywTH pi3HI
MIXOMH JI0 OIIHKY, TaKi SIK METOJ] alpOKCHMalii CepeAHbOTO 3POCTAHHS Ta METOJ
aIpOKCUMAaIii MOCTIHHOTO 3pOCTaHHSI.

OcTaHHI JOCATHEHHS B Taly3i aHaNi3y aKIiii Ta MPOTHO3YBaHHS ()iHAHCOBHX
PHMHKIB BiIHOCATBbCS 10 4OTUPHOX Kareropii [10-12]: cratucTrka, po3mi3HaBaHHS
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o6pasiB, mammHHe HaBdaHHI (MO) Ta anami3 HactpoiB. Lli kareropii mepeBakHO
MiANagaoTh Mg mupnry kareropito TA, mpoTe € meski METOAM MAaIldHHOTO
HaBUaHHA, AKi TaKOXX MOeAHYyIOTh mmpmi kateropii TA 3 migxomamum DA s
MPOTrHO3YBaHHs (piHaHCOBUX pHHKIB [13-15]. Po3mizHaBaHHs 00pasiB € CKIa[0BOIO
MAaIIMHHOTO HAaBYaHHSA, aje€ CTOCOBHO OIp>KOBOro aHamizy I JBa METOXLy
3aCTOCOBYIOTBCSI 30BCIM MO-pi3HOMY. PosmizHaBaHHS 00pa3iB (oKycyeTbes Ha
BUSIBJICHHI 3aKOHOMIpHOCTeH Ta TeHIeHIiH y nmanmx. [lartepam Ha QoHIOBHX
PHHKaX — IIe TOCTIZOBHOCTI, 1[0 TIOBTOPIOIOTHCS 1 3yCTpidaroThCs Ha rpadikax, sKi
Tpeiiiepy BUKOPHUCTOBYBAIIH SIK CHTHAJIM Ha KYIIBIIIO 1 TIPOJaX.

TexHIYHMH aHaNI3 COMPAETHCS HA 3aKOHOMIPHOCTI, BUSBIECHI 0€3MOCEpPEeNHbO y
OiprkoBuX maHMX. BiH BkiIioyae BisyanpHHH aHanmi3 rpadiki, moOymoBaHHX 3
IUIMHOM Yacy, II00 IMoKa3aTu 3MiHU LiHH, 00CATy a0 IHIIMX MOXiTHUX MMOKAa3HUKIB,
TaKMX SK IMITYJIC LiHM TOIIO. MallMHHE HAaBYaHHS IIHPOKO BHBYAIIOCS LIOJO0 HOTO
BUKOPUCTAHHA Y IPOTHO3YBaHHI (hiHAaHCOBUX PUHKIB [6-8]. [y mporHO3yBaHHS ILiH
Ha aKUil BHUKOPUCTOBYBAINCA TaKi IIPOCTI METOIM SK JepeBa pillleHs,
JTVICKPUMIHAHTHUI aHAaJIi3 Ta HaiBHUIA OaleCiBCHKUIT aHAI3.

IMotim Oynu BuUKOpHCTaHI €()EKTUBHINN METOAW, TaKi SK BHIAQJKOBHH JIiC,
JIOTiCTHYHA perpecis Ta HEHpOHHI Mepexi. BukopucraHHsS IiMOOKHX HEHPOHHUX
Mepex CTAII0 OCHOBHHM iHCTPYMEHTOM aHali3y (iHAHCOBOTO PHHKY 3aBISKH CBOIM
HEJiHIHHUM, KEPOBaHUM JaHMMH Ta JIETKO Y3aralbHIOBAHUM XapaKTePUCTHKaM.

BopHouac migBHIIEHHS SKOCTI aHaNi3y Ta TOYHOCTI MPOTHO3YBaHHSI
(iHAaHCOBOTO PUHKY MO’KHA OTPUMATH HUIIXOM BUKOPUCTAHHS TOPHIHOTO MigXOIy,
SKHA peamidye KoMOiHamilo KUIbKOX pi3HHX MeTofiB. [iOpumHmit migxim
BHUKOPHUCTOBY€E KOMOIHAIIiIO KiJIBKOX Pi3HUX IiXOJIB MiJBUIICHHS MPOJYKTHBHOCTI,
HAMPHUKIaA, TIOpU CTATUCTHYHMX TMiJXOIB 1 MiAXOMIB 0 PO3Mi3HABaHHSA 00pas3iB,
Yy TiOpUA CTATUCTHYHUX MiAXOMIB 1 MIAXOJIB MaliMHHOTO HaBuaHHsA. Crig
3a3HAYMTH, 10 TPATULINAHI METOIH, MO 6a3yrThcs Ha iH(MOpMAaIii PO YacoBi psaH
OKpEMHX aKIili, He BpPaXxOBYIOTh B3a€MO3B'I3KHM MK IHIIAMH akmismu. Ha
(iHaHCOBOMY PHHKY iCHY€ KOpEILIHMN 3B'I30K MK aKMisMH, SKHH HEOOXiTHO
BpaxoOBYBATH IIiJ] Yac aHaNi3y Ta MporHo3ysaHHi [10].

B nmanwmii wac ingopmaris mpo B3a€MO3B'A30K aKIiii B OCHOBHOMY BHXOIHTH i3
BHUKOPHCTAHHSIM JIaHUX Trajiy3eBol kiacudikamii, ane i JaHi 4acTo € IpHOIM3HUMU.
ToMy MeTa JaHOTO JOCIIKEHHS TOJIArae B TOMY, 1100 MOOYIyBaTH MOJIENb aHATi3Y
aKIii a7 MporHo3yBaHHs (DiHAHCOBOTO PHHKY, sika O iHTerpyBajia iHpopmarito npo
3MiHY I[iH aKIiif y 4aci Ta B3a€MO3B'S3KH M)XK HMMH 3 BHKOPHUCTAHHSIM pi3HUX
TEXHOJIOT1H iHTeNeKTyanbHoi 00poOKky iH(opMarrii.

3. MopeJsn aHATi3y aKuiil 3 ypaxyBaHHAM iX B3a€MO3B’AI3KiB
3.1. CTpykTypa MofeJii aHaJIi3y akuiit

[MoOynyemo Mozenp aHamizy akmii, ska 00'eAHye iHPOpMAIiI0 MpPO HYac Ta
B3a€MO3B'I3KU. Il OTpHMaHHS XapaKTEPHUCTHK YacOBOTO psAy KOXKHOI akIii
JOLUIFHO BHUKOPUCTOBYBaTH pPEKypeHTHY HelponHy Mepexy (RNN). s
OTPUMaHHS BiJIOBIIHUX B32€MO3B'SI3KIB MK aKIissMH Yy BHIVIAAI rpada BiTHOCHH
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HEOOXIIHO BUKOHATH KJIACTEPHU3AIIIO0 aKI[ii i3 BUKOPUCTAHHSAM OJHI€T 3 MOJeeH,
HanpHKIaA, WTy4yHy iMyHHY Mepexy (QiNET). Jns inrerpauii iHdopmarii mpo
4acoBi psau, oTpuMaHoi 3 BukopuctanusaMm RNN, 3 iHpopMariero mpo B3aeM03B'13KH
MUK aKIisMH, OTPUMAaHOI 3 BUKOPUCTAaHHSAM MOJeNi KiIacTepu3auii y BUTIsIAL rpada,
BUKOPUCTOBYeMO TpadoBy HeiiponHy Mepexy (GNN). Lle mo3Bomuth Oinmbln
0oOIpYHTOBAaHO MPOTHO3YBAaTH IiHM Ha akuii. CTpyKTypa TiOpuaHoi Mozelni aHami3y
aKIIii JuIs TPOTHO3yBaHHS (DIHAHCOBOTO PUHKY HaBeAeHa Ha puc. 1.

Determining the characteristics
of stock time series

Xy ———{ ] [+ rNn f——
X2 i | ] } -{ RﬁN | g - ; Forecasting integral information
G =y 7 ] - =t | / ,\5 \ v‘\ ‘ahuu( stocks : E
b O\ e L L=1 o
i _J = o t GNN [ [ jJ—i—e Ya
e, e \ [ ) Hlem—- -1 F—+—"

P2 | .\dmNev : \&—n—8/
N/

Pn B o T ] L

Determining relationships
between stocks

Pucynox 1. Cmpykmypa 2ibpudnoi mooeni ananizy axyii
Ha Bxomn RNN monaroThes 9acoBi psiiM TOPrOBHX XapakTEPHCTHK aKIii

%o=(xLxl . XL X), i=TN, ge X = Grpxpenxn)

po3mipHicth akuii, N — uncio akuil, t — ToproBuit neHp, T — JTOBXHHA YacOBOTO
psaxy. RNN no3Bossie oTpuMaTé XapakTepUCTHKH YaCOBHX PSAIB 3MiHM IiH HA aKmii

— 1 1
F=ppwprnpr), 0 MOJAIOTHhCSA HA BXiX MOMeNi KiacTepu3saiii, 3a
JIOTIOMOTOIO SIKOi MOKHAa OTpUMATH iH(OPMALIII0 PO B3a€MO3B'S3KH MiIXK aKIIsIMH Y
Buriaai rpada. OTpuMaHuid Tpad BiTHOCHH Ta XapaKTEPHCTHKH YacOBHX PSTIiB
aKIii, sSKi BUKOPUCTOBYIOTBCS SIK IApaMeTpy BY3JiB rpada, MOAaloThCs Ha BXil
GNN s HpOFHO3yBaHH$[ miH Ha akiii. Ha Buxomi GNN oTpuMyeMo OLiHKH

noxianocti akuiit ¥ = =( Fp.Vo, F‘JJ i=LN ya HACTYITHUH Tepiox.

TakuM dYHHOM, 3ampoOINOHOBaHa TiOpUAHA MONENb aHaNi3y aKmid s
MIPOTHO3YBaHHS (hIHAHCOBOTO PUHKY, KA BPAXOBYE B3a€MO3B'SI3KM MK aKIisIMH i
BKIIIOYaEe B cebe TPU MOy, KOKEH 3 SIKHX peajli3ye BIiAMOBITHY MOJENb
iHTeNeKTyaapHOi 00poOKku iH(opMarii: pekypeHTHY HeiporHy Mepexy (RNN),
wtyany imyrHy mepexxy (2INET) ta rpadoBy Heiiponny mepexy (GNN).

3.2. BusHauyeHHs XapaKTePUCTUK YaCOBHUX PAAIB aKuiii

Hdnst  aHamizy akuiif Ta TporHo3yBaHHs (IHAHCOBHX PHHKIB LIMPOKO
BUKOPUCTOBYETHCS cTaTUCTHUHMM miaxin [12]. Yacosi psaau B aHamizi (iHAHCOBHX
PHHKIB € XPOHOJIOTIYHHM HAOOpOM CIIOCTEpPEkKEHb, TAKMX SK ILIOACHHI MiICYMKH
NpoAaXy Ta WiHU akuii. [IpoTe cTaTUCTUYHI METOM, SIKi JO3BOJIIOTH aHAJi3yBaTH
Ta TPOTHO3YBAaTH aKIii, TmependavaroTh JHIHHICTB, CTAalliOHAPHICTH Ta
HOPMAJIBHICTh, IO CYTITEBO OOMexye ix MoxumBocTi. Tomy cydacHi MeToau
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IHTENIeKTyalbHOTO aHaNi3y JaHHWX, [PEACTAaBIEHI MAIIMHHUM HAaBYaHHAM, €
e(eKTUBHIIINM 3ac000M ISl aHAJI3y aKI[ii Ta IPOTHO3yBaHHS (DiHAHCOBHX PUHKIB.
Jns orpumanHs YacoBoi iH(opMmamii mpo akmii AOUIIBHO BHKOPHUCTOBYBATH
pekypenTHi HefiponHi mMepexi (RNN) (puc. 2) [16]. RNN — ne moaens rimuGokoro
HaBUaHHS, IKa HaBYeHA 0OpOOIATH Ta MEpeTBOPIOBATH MOCIIIOBHUI Hallp BXiTHUX
JaHUX y TOCTiIoBHUI Habip BuximHuX maHux. To6To, RNN mpeacraBise coboro
apXiTeKTypy, Ka 37[aTHA IPaIOBaTH 3 IOCIIIOBHUMH JaHUMHU. BoHa BUKOpHCTOBYE
MEXaHi3M IIOBTOPHOTO BXOAY, IO MO3BOJISIE BPAaxOBYBAaTH IIONEPEAHI CTAaHM Ta
BHUKOPHCTOBYBaTH iX mpu o00poOui BXimHmx manux [16]. RNN HaszuBaeTbcs
PEKYPEHTHOIO, TOMY II0 BOHAa BUKOHYE OJHY 1 Ty K 3aady Ul KOXXHOTO eIeMeHTa
MOCTiTOBHOCTI, IPUUOMY BHXIiJ 3aJIKUTh BiJ MomepeaHix obuucnens. Kpim toro,
RNN — me mepexa, sika Mae «mam'aTey», IO BPaxOBYE IMONEPEIHIO iH(OpMALiIO.
Teopermuno RNN Moke BHKOPHCTOBYBAaTH iH(OpMamil0 y IOBUTBHO JOBTUX

MOCTTiTOBHOCTSX, ajle Ha MPAKTHII BOHA 0OMEXEHa JIUIIE KUTbKOMa KPOKAMH.
o

o)
c[

W
T Unfold
X

UI ! U.' t!!l !

g F
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w W W
L T
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Pucynok 2. PexypenmHa HellpoOHHA Mepedica ma ii po3eopmaHis

Ha Bigminy Bix TpaaumiitHOi rmrOOKOi HEHPOHHOI Mepexi, Ska BUKOPHUCTOBYE
pi3Hi mapameTrpu B kokHoMy Imapi, RNN mae omnakoBi mapamerpu (U, V, W) Ha
Bcix eramax. lle o3Hauae Te, 10 BUKOHYETHhCS OJHE M Te 3aBJaHHS Ha KOXKHOMY
KpOIli, BAKOPHCTOBYIOUH JIUILE Pi3HI BXOAH.

Lle 3Ha4HO 3MEHIIyE KiTBKICTh MapamMeTpiB, sKi MOTPiOHO migidopaTn. OCHOBHOIO
ocobmuBicTio RNN € mpuxoBaHWil cTaH, SIKHA MICTUTH AEAKy iH(opMmamio mpo
mocyioBHICTh. Xoua RNN moBrHHA NpaIfoBaTH 3 YCi€l0 MOCTITOBHICTIO, HA )Kajb, €
mpobiiema "3aracarodoro rpagienra” (vanishing gradient problem). e o3nauae, mo
cTapili BXOIU HE BIUIMBAIOTH HA BHUXII.

PisnoBusom RNN e gnoBra koportkoctpokoBa mam’site (Long Short-Term
Memory — LSTM) [17, 18]. Moaens LSTM Bupimye npobGiiemy '"3aracaro4oro
rpanieHTa, 101al04u TOAATKOBI mapaMerpu (Separate memory). LSTM npuHuumnoso
He BigpizHseThes Bix RNN, ane BoHa BHKOPHUCTOBYE (YHKIIO Ui OOYHCICHHS
MIPUXOBAHOTO CTaHy (puc. 3).

LSTM e posmmpennsm RNN, cripoekToBaHUM AJIsl OAOJIAHHS MPOOIIeM BTPATH
Ta 3CyBY Tpali€eHTiB. J{Jsi BUpilIEHHS MPoOieM 3HUKHEHHS Ta BUOYXY Tpaji€HTa ITiJ
Yyac HaBYaHHS JOBIHX mociigoBHocTeil y LSTM BHKOPHCTOBYETHCS KiflbKa IIapis
HEHPOHHOI MepexXi B OJHOMY peKypeHTHOMY OJio11i. BoHa BHKOpHCTOBYE criemianbHi
O/MoKM mam’sTi, SKi J03BOJIAIOTH 30epiraTi Ta OHOBIIOBATH iH(OpMalilo Ha
tpuBanmui TepMmin. [Tam'ate B LSTM € ocepenxamu, siki MOXKHa pO3IIISAATH SIK YOPHI
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CKPHWHBKH, MO NPUAMAIOTh TOMEPEIHId CTaH ey SK BXIJHI JaHi 1 IMOTOYHUI
BXiJ[HMI TapameTp L.
Yea Y
I LSTM cell i)

K}
s

— Gahuy —---

B el

Yie1

. —= Cahey —

Xra Xy Xeat

Pucynox 3. Jlosea kopomxocmpokosa nam sms (LSTM) ma it komipka
YcepenuHi Li OCEpeaKH BUPIMIYIOTH, SIKY aM sITh 30epertu i Ky creptu. [lotim
BOHHU IIOEAHYIOTH MONEPEIHiil CTaH, NMOTOYHY NaM’sITh Ta BXIAHUHA Hapamerp.
BusBnsterses, i TUNM OOWHULG Oyke e(eKTHBHI y 3axoIuieHHi (30epiraHHi)
JOBIOCTPOKOBHX 3aJIe)KHOCTEH.
Monens LSTM ormucyeThest HACTyMHUMH piBHAHHMHE [18]:

fe=o(Welhe—yx ]+ by) iy =o(Wi[he—q,x,] + B;)
C, = tanh(We[ he_y,x.]+ be) Le=fix Cea T X G g
’}?E' = U{I-l-';[ hr—l,- xr—] + b}-}’ h‘t‘ =y, E’ﬂ.’]‘lh{:cr} )
e

ne Xt BXigHUHI BEKTOD; ht

Wr, W5, W, WG,

— BHUXIHUH BEKTOD;

br. by b, by

— BEKTOp CTaHiB;

— BEKTOPH IapaMeTpiB; feote
tanh

— MaTpulli napameTpis;

— BEKTOpU BCHTHIIIB, T _ curmonoxi6ua GyHKISA aKTUBAIIIT;

akTHBauii “TinepOosiyHui TaHTeHC™.

TakuM 4MHOM, BHKOPHCTaHHS JOBroTpuBaioi koporkodacHoi mam'sti (LSTM)
N03BOJIAE€ e(EeKTHBHO OTPUMYBaTH iH(GOpMALII0 MPO 4YacOBI pAAM akIid Ta
MIPOTHO3YBATH I[iHU HA HUX.

— dyHKIis

3.3. BuzHaueHHs B3a€MO3B'fI3KiB Misk aKIisMu

3amaua BU3HAYCHHS 3B'S3KiB MK aKIiSIMH BBaXKA€ThCS 3a[aucio KJIACTEpH3allil,
mo 3a0e3nedye OTPUMaHHS KOPEJsmid MiK akmisMu. s mmx mined Moxe OyTu
BUKOPHCTAQHMH OxuH i3 MeroniB  kiacrtepusarii. [Iupoke  mOIIMPEHHS
THpOPMAIIfHUX TEXHOJOTIH TPH3BEIO IO CTBOPEHHS BEIHKOI KITBKOCTI METOIIB
KIacTepusalii, sKi IIMPOKO BHKOPHUCTOBYIOThCS B MAIIMHHOMY HaBYaHHI,
iHTENeKTyaJbHOMY aHali3i JaHMX, aHali3i Oi3Hec-TpoleciB, po3Mmi3HaBaHHI 00pas3iB,
3aBJaHHAX 13 3ByKOBUMHM JaHUMH TOIIO. lepapxiuHi MeTomu, epeBa pilieHb, METO
C-cepesHiX 1 MeTOJ ONOPHHX BEKTOPHUX MAIIMH  CHOTOJHI  LIMPOKO
BUKOPUCTOBYIOTBCS JJISI BUPIIMICHHS NMPAKTHYHUX 3a1ad kmacrepmsarii [19]. Oxxak
i METOIH MAarTh CBOi OCOOJMBOCTI, SIKi YCKJIQJHIOOTH iX 3aCTOCYBaHHS VIS
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BUPIIICHHS NPAKTHYHMX 3aBJaHb. TOMY IIMPOKOTO MOIIMPEHHS HaOYIIM METOIH, 10
BUKOPHCTOBYIOTh OIOJIOTIYHI TPHHIMIN OpTraHizamii OOYHCITIOBAJIBHOI TEXHIKH,
cepea AKUX MOKHA BUIUINTH IITY4YHI iMyHHI cuctemu [20].

Jlns BupileHHS 3aBIaHHSA KiacTepu3alii akiliii Ha OCHOBI IMyHHOTO HiAXOmy
JIOLIJBHO BHKOPHCTOBYBAaTH MoOJENb WITydHOI iMyHHOT Mepexi (aiNet). Ile
MOSICHIOETBCSL THM, 110 Mojenb aiNet nependayae aHami3 He JHIIE B3aEMOIIi THITY
aHTUTLIO-aHTUTeH, aje ¥ B3aeMOAIl THITy aHTUTINO-aHTUTINO. IIpomoHyeTbCs
BUKOPHCTOBYBAaTH MOJENb AepeBonomioHoi mry4Hoi iMyHHOI Mepexi (daiNet),
3anpornoHoBaHoi B [21], sixa mo3Boisie popmyBatn K-3B's3muMil rpad. Beprmmaamum

T i
rpada € aHTUTINA, 10 ONKCYIOTh NOKA3HUKH LiH Ha aKIii Pi=(p 1rP2r e pl"),

i=1, N, a peOpaMu — 3HaueHHs aiHHOCTEH, 0 BU3HAYAIOTH CTYIIIHb 3B'I3HOCTI
MDK HAMH.

DopmyBaHHS AEPEBONOAIOHOT CTPYKTYpH IMYHHOI Mepexi € OararoeTarmHuM
ONTUMI3aliiHIM MPOIECOM, OPIEHTOBAaHNM Ha CKOPOYEHHS KITBKOCTI 3B'SI3KIB MiX
AHTHTLIaMH, BUKOPUCTOBYIOUH JUISl IHOTO 3HAUEHHS a)iHHOCTEH Ta aBigHOCTEH MiX
aHTHUTiIaMu. Pesynprarom Kkimactepmsanii Oyae Mepeska aHTHTLT i3 BHU3HAYEHUMHU
KJIacTepaMu.

Ha nepiromy kpotii Mepexa aHTUTiN HopMyeThes Y BUDIIsAi rpada (puc. 4) [22],
Jie KOJKHa BEpIIMHA 3’ €IHaHa 3 yciMa iHIIMMH BEepIIMHAMHE [IbOTO Tpada.

Pucynox 4. [lepwuii eman gpopmysanns 0epedosuonoi iMyHHoI meperci
[Iporec hopmMyBaHHS Mepeki aHTUTII — 1€ TIPOLIEC ONTHUMI3allii ITOBHO3B’ I3HOTO
rpada, BepUIMHAMH SKOTO € aHTHTLNA, a pedpaMH — CIOPIAHEHOCTI MiX HHMH.
OnTuMmizallisi 03Ha4ae 3MEHIICHHS KiTBKOCTI 3B'SI3KiB MDK aHTHTUIamu. [lopir
npuponoi criopinueHocti (NAT), sikuii € ciopiTHEeHICTIO MK yciMa aHTHUTIIaMH B
HOMyJIsillii, BUKOPHCTOBYEThCS SIK KPHUTEpiil, IO PEryiioe KibKiCTh adiHHUX

3B’s3KiB Mik aHTUTiIamu [23]:
n

Ziaff(abi,abj)
NAT(AB)= =2 izln(n_l) ,

O]

Jie N — KUIbKICTh aHTUTLI Y MOMYJISLIT; aff (ab; aby) 3Hauenns adjinHoCTi Mix -

M Ta 4 -M aHTHTIIAME:

nf.ﬁ'_i' =1+ ﬂ1|'_i':]_L' 3)
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e “ij — eBxmimoBa abo MaHXETTEHCHKA BiJCTaHb MK O3HaKaMu --ro ta J-ro
IMyHHHX 00’ €KTiB.

BignoBigHO 10 LBOr0 3B’SI3KM MK aHTUTLIAMH BHIAISIOTBCS, SKIO IX
aginHoCcTi He mepeBniytoTh 3HaueHHS NAT. Ilpu 3MeHIIeHHI KUTBKOCTI 3B’SI3KIB
Mix antutinamu Mepexi daiNet nepenbayaeTbcss BAKOPHCTAHHS JESKOTO BXiIHOTO
napamerpy H, KA 00MEXye KiNbKIiCTh 3B’SI3KIB MK aHTHTiNaMu Mepexi. ToOTo,
KO)KHE AaHTHTLIO MOXXE CTBOPIOBATH HE Oulblie HiX K spakis 3 inmmvm
AHTUTLIAMH Mepexi. [HII 3B’ A3KH, SIKi CTBOPIOE 11 aHTHUTIJO, BUAANAIOThCA. Lld ines
3aro3uyeHa 3 anroputMy kinacudikauii K Haibmmkaux cycinis (KNN) [19].

Ha npyromy erami micins ¢opMmyBaHHS K-TIOB’s13aHOi  Mepexi aHTHUTIN

BiGYBa€ThCA OGUHCIEHHS PiBHA CTHMYJAMIl 1 KOXHOTO aHTHTIIA Ha OCHOBi HOTO

a(hiHHOCTI 3 IHIIUMHU IMYHHUMHE 00’ €KTaMH, 0 (OPMYIOTh MEPEKY:
Loy .
s; ==X, af f (ab;. ab;) @
E L

Ha ocnoBi 3HaueHHs piBHA cTumymamii it = Ln yoxuoro anrwurina
BinOyBa€eThCs BU3HAYCHHS KAHIUIATIB B IIEHTPH KJIACTEPiB.

Ha tperpomy erami popmysanus Mepesxi daiNet GpopMyeTbest MHOKHMHA aHTUTII,
SIKI XapaKTEePU3YIOTHCS BUCOKUMHE DPIBHAMH CTUMYJIALII Ta KUIBKICTIO 3B’SI3KiB, IIO
NIepEeBUINYIOTh 3a3HaYeHUH paHime mapamerp K. [1ix gac BuOOpy LEeHTpIB KiacTepiB
3 yciX aHTUTUI-KaHAWAATIB Y LEHTPU OOMPAEThCS AHTHTLNO, SIKE XapaKTepPH3YeThCs
MaKCUMaJbHOI KUIBKICTIO 3B’S3KIB 3 IHIIMMH aHTUTUIAMH MeEpexi Ta
MaKCHMAJIbHUM piBHEM CTUMYIsALil. Take aHTHUTLIO Oyme 0OpaHO y SIKOCTI IEHTpa
mepuroro knacrepy. LIeHTpH iHIINX KiTacTepiB BH3HAYAIOTHCS BiTHOCHO OOpPaHOTO
LIEHTPY MEPILIOTo KiacTepy.

Ha gerBepToMy erari micis po3MOALTY IEHTPIB KIIACTEPiB BiIOYBAETHCS MPOIIEC
BU3HAUEHHS TMPHHAICKHOCTI O HHUX AaHTUTII IMyHHOI Mepexi. Cnodarky
KJIaCTEePU3YIOThCSl IMyHHI OO0’€KTH, $Ki XapaKTepU3YIOThCS MIIHUM adiHHUM
3B’SI3KOM 3 aHTUTIJIAMH, SIKi € IIEHTPaMH KJIacTepiB, TOOTO 00’ €KTH, SIKi MAIOTh MPsIMi
3B’s3ku 3 kiactepamu B OaiNet 3 K 3B’s3kamu. J[ys MpoBeAeHHs KiacTepu3aiil
IHIIMX aHTUTI, SIKI HE XapaKTepu3yIOThCS MINHMM 1O adiHHOCTI 3B’SI3KOM 3
JKOIHUM 13 LEHTPiB chOpPMOBAHUX KIIACTEPiB, BiIOYBAETHCS BU3HAYCHHS aBiIHOCTEH
IO KOXHOTO 3 KIacTepiB Ta HOro aHTHTLI, 0 (OPMYIOTH WEHTP CHIBHOTO
3rynieHHs. Bu3HaueHHs aBimHOCTI 0a3yeThcs Ha CIIOPIAHEHOCTI Ta adiHHOCTI Mik
IMyHHHMH 00’ €kTaMu. Y bOMY BHITIQJKy aBiJHICTb QaHTHUTLIA 3 IHIINMH aHTUTLIAMH,
1110 HaJIeXKaTh JI0 OJJHOTO KJIacTepa, BU3HAYAETHCS SIK cyMa aiHHOCTEH MK HUMU:

av; = ) aff(aby.ab;), )
j=1

BV} _ syadeHHs aBiAHOCTI F-TO aHTUTINA 3 {HIIMMH AHTUTLIAMA KJactepy; m —

e

KUTBKICTh QHTUTII y KJacTepi; aff(ab;. nb.i'] — 3HaueHHsA aQiHHOCTI MiX
aHTUTIIAMH OJIHOTO KiiacTepa 3rifHo 3 (3).
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BuznaueHa TakuM YHMHOM aBiJHICTH BimoOpakae piBeHb MIIHOCTI iMYHHOTO
3B’SI3Ky MDK O0’€KTaMM KJIacTepy Ta MM aHTHTUIOM. [IOHSTTS aBigHOCTI MiX
aHTUTIAaMH Ta aHTUTeHaMH, ab00 MDK aHTHTITaMH IMYHHOI MepexXi Yacro
BUKOPHCTOBYETBCSA B MOJEIAX IUTYYHHX IMyHHHUX MEPEX, SKi BUKOPHCTOBYIOTHCS
JUIS BUPIIIEHHA 3aa4 Kiacudikalii, KiiacTepusalii Ta aHami3y JaHHUX.

Ha m’sTomy erami BinOyBaeThCs KIacTepH3allisl iHIIUX 00 €KTIB 3a BEIMYHHOIO
aBIHOCTI i-r0 aHTWTNA [0 IHIIMX AHTHTI KJacTepa LUISXOM 3alMyCKy iIMYHHHX
IIPOLIECiB B JIEPEBOBHUAHIHM IMyHHIH Mepeki aHTHUTLI 3 BUKOPHCTaHHSIM OIIEpaTopiB
KJIOHYBaHHS, MyTallii, cymnpecii KJIOHIB Ta MepeXi aHTHTUI, [0 HE HAJISXKaTh IO
xKomHoro kmactepy. Ilpum IboMy Ui KOXKHOTO KIIOHY IIicisi Horo MyTarii
BinOyBa€eThCs BU3HAUCHHS aBIAHOCTEH 3 HIILOBUMHU 00’€KTaMHM, SKUMH € aHTHTINA,
10 KJIACTEPHU30BaHi, 1 AKi (GOPMYIOTh KIACTEPH 3 HEHTPOM CHIIBHOTO 3TYILICHHS.

[Tig gac BimOOpy A KOXKHOTO KIIOHOBAHOTO aHTHTINA 31 BCi€l MHOKUHH HOTO
KIIOHIB O0HMpaeThcs OUH 00’ €KT, 0 XapaKTEePU3y€EThC MAKCHUMAIIFHOIO aBiIHICTIO 3
aHTUTLIaMM, 1O (OPMYIOTh LEHTP KiIacTepy CHIbHOTO 3rymieHHs. lledl kioH
3aMiHIOE COOOK0 aHTHUTLIO, BiJl SIKOTO BiH OYB CTBOPEHHIA IiJ] 4ac poOOTH omeparopa
cynpecii MOyl aHTUTLI 3 HEBU3HAYECHOIO NPUHAISKHICTIO 10 Kinacrepy. Ciifx
3a3HAYMTH, 10 IMyHHHH IIpoLiec KJIOHYBaHHs, MyTallil, cynpecii KJIOHIB Ta cympecii
AQHTUTL IEPEBOBUAHOI IMyHHOI MepeKi 3aBepLINTHCS Y BUIIAJKY, KOJIM Y Mepexi He
3aJIMIIATECS KOJHOTO aHTUTLIA, IO Ma€ aBiJHICTH 10 OJHOTO 3 LIEHTPIB KIacTepy,
ska Oyle MEHIIOKI0 3a aBigHICTh y KiacTepax 3 LEHTPAMH CHIIBHOTO 3TYLICHHS.
PesynpraToM KinacTepusauii JepeBOBHIHOI MITYYHOI IMyHHOI Mepexi Oyne mepexa
AQHTHTII 3 BU3HAYCHUMH KJIACTEPaMHU.

Ipuknan knactepusanii mMTy4yHO! IMYHHOI JepEBOBHAHOI MepEeXi aHTHUTIN,
PO3MOMIIEHUX MK JBOMa BH3HAYCHHMH KJIACTEpPaMH, HaBEIACHO Ha puc. 5.
Buacnmigok poGoru mozeni daiNet BimOyBaeThesl KiacTepusaliis [MOYaTKOBOI
momyssiii aHTuTin. [lpu 11bOMYy 00’€KTH HaleXaTh 0 OJHOTO 3 BHIUICHUX
KJIacTepiB y mpoleci iMyHHOT B3aeMofil nepeBoBuaHOi K-3B’s3H0T Mepeki aHTUTIIL.
ITpoBeneHHsT eTany BH3HAYECHHS aBiHOCTEH [103BOJISIE MPOBECTH KIACTEPU3ALiIO
AHTHTLI 10 KJIACTEPiB CHIBHOTO 3TYIICHHS.

® O
. .
®
® @ &
=) - -
® = o
Pucynox 5. [lpuxnad knacmepusayii aumumin, po3nooiieHux mixc 0goma
Kaacmepamu
[Iponec kmacrepuzanii Habopy BXiTHHX OO’€KTIB HA OCHOBI IMYHHOI Mojemi
daiNET mosxHa mpeicTaBuTH SIK MOCIIIOBHICT BUKOHAHHSI HACTYITHHX €TAIIIB:
1) BcTaHOBIEHHS MapaMeTpiB KIACTepH3allii Ta OTPUMAHHS IOYaTKOBOTO
Habopy 00’eKTiB;
2) BH3HAYEHHS LIKAJI O3HAK JOCII/KYBaHUX 00’ €KTIB;
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3) ¢opmysanns K-3B’s13H01 JepeBOBHAHOT IMyHHOT MEpeiKi;

4) BUIINCHHS LEHTPIB KIIACTEPIB;

5) BH3HAYEHHS aBiJHOCTEH KIacTepis;

6) iMyHHA caMOpETYJIALisA MEPEKi;

7) BHCHOBOK MpO KJIacTepu3aliro 00 €KTiB.

BignosigHo 10 1poro, Ha piBHI iMyHHHX omeparopie Mmonens daiNet
MIPE/ICTABIISIETHCS BUKOHAHHAM BIATIOBITHUX €TAIliB, IOJAHUX BHPa3oM (6):

VYV Bupasi (6) Dendric-aiNet(AB,K,C) € yMOBHUM MO3HAYCHHSAM METOIY
KJactepu3anii BxigqHUX 00’ekTiB AB mpu BukopucTaHHI IepeBononioHol K-3B’s13H01
IMyHHOI Mepexi aHTHTLN Ta Kpurepito C, IO BHKOPHCTOBYETHCS IJISI BKa3iBKU
KUIBKOCTI KJIacTepiB, M0 (OPMYIOTHCS METOZIOM HAbopy 00’ €KTiB.

ETanm miarotoBku 10 Knactepusalii mo3HavaeTbcs ckopoueHHsM PRP i mictuth
Kineka omeparopis: omeparop Scaling(AB) — BHKOPHCTOBYETHCS ISl MPOBEICHHS
HIKAIIOBaHHs 00 €kTiB; omepatop Presentation(AB) — BHKOpHCTOBYETBCS JUIs
BU3HAUCHHS aiHHOCTEW MK aHTHTLIaMH (OPMOBAHOI IMYHHOI MEpEexi; omepaTop
NATCalculation(AB) — BHKOPHCTOBYEThCS I BH3HAYCHHs MOPOroBoi adiHHOCTI
NAT B nomysnsiuii aHTHTLI.

Etan poGotn, cripsimoBanuii Ha (opmyBaHHs K-3B’s13HO1 iMyHHOT Mepexi, Mae
ymoBHae no3HadeHHss DKN i mictuth Taki oneparopu: oneparop DKnetCreation(AB,
K) — 3acrocoByerscs st popmyBanHst K-38’s13HOT [epeBOBUIAHOT MEPEXKi aHTHTLI,
omeparop CalcStimulation(AB) — 3acToCOBYETBCs JUIsl BU3HAYEHHS PiBHS CTHMYJISILI
antutin, omeparop CentersSelection(AB, ¢, NAT) — BHKOpPHCTOBYEThCSA — JUIS

BUAUICHHS  LEHTPIB  KJIACTEpiB;  OmepaTrop DendricClustering (AB’)
BUKOPHCTOBYEThCSA JUIs (HOPMYBAHHS KJIACTEPIB CHIBHOTO 3TYILECHHS.
PRPIscaling(AB) —
Dendric — aiNet(AB,K,c) = P resentation(AB) > |=
NATCalculation(AB)

PN DKnetCreation(AB, K ) —>

CalcStimulation(AB) —
CentersSelection(AB,c, NAT ) —
DendricClustering (AB’)

(6)

NETTrcloning(AB”,CL) —

Mutation(CL) —

P resentation (CL, AB’, AB”) —
= CLSupression(CL, AB’, AB") — |,
NetSupression(CL, AB”) —
AvCalculation(AB”) —

| ClusterSelection(AB”)
Eranm wmepexeBoi B3aemoxii Mae mno3nauenHss NET 1 wictuTh HacTymHi

Cloning(AB",CL)

OIepaTopy: ONEepaTop KJIOHYBAaHHS — L0 BUKOPUCTOBYETHCS
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JUISL TIOIUMPEHHs IOMYIIii aHTHTLI, HE MOB’SI3aHHUX 3 JKOJHHM i3 COpMOBAHHX
Kiactepis; oneparop myrtauii Mutation(CL) — BUKOpHCTOBYEThCS Uil 3MIHH O3HAK

KJIOHIB; OIlepaTop IOJAaHHA IUTHOBHX 00 €KTIB Presentatlm(CL’ AB/’AB”) -
BUKOPUCTOBYETHCS [UISl BU3HA4YEHHs apiHHOCTEH MK KJIOHAMH Ta 00’€KTaMH, II0
(GOpMYIOTH  KJIaCTEPH  CHJIBHOTO  3TYIIEHHS; OIepaTop cympecii  KIJIOHIB
CLSupression(CL, AB', AB")
— BHUKOPHCTOBYETHCS A PEAaryBaHHS IOITYJISAIii

H ”

KJIOHIB; OIepaTop cCympecii Mepexi aHTHUTLI NetSupressmn(CL, AB)
BUKOPUCTOBYETHCS 3311 CKOPOYEHHS KUIBKOCTI 00’€KTiB; OIepaTop BU3HAUCHHS
aBiTHOCTEH  MDK  aHTUTUIAaMH ~ Ta  KJacTepaMH  CHJIBHOTO  3TYIICHHS

3 "
AvCaIcuIallon(AB ) BHKOPHCTOBYETHCSA [UISL PO3MOALTY HE KIACTEPH30BAHUX
00’€KTiB MK Ki1acTepamu, o (GOPMYIOTHCS; OIEpaTop CIusterSeIection(AB"), SIKHIH

BUKOPHCTOBYETBCS 3a/1JI1 BU3HAYCHHS HAJICKHOCTI aHTUTLI KJIACTEpaM.

TaxuM YMHOM, BUKOPUCTaHHA Teopii rpadiB 1 CTBOPEHHS ACHAPUTHOI MOZAETL
iMmyHHoi  Mepexi daiNet mo3Bonsie  BUpIMMTH  mpoOieMy  IiIBUINCHHS
MPOAYKTUBHOCTI Ta 3MEHIICHHA CKIAQJAHOCTI (OpMyBaHHA MEpEeXi AaHTUTII i
obnacTed po3mi3HaBaHHS, THM CAMUM CIIPOCTHTH BH3HAYEHHS 3B'A3KIB MIXK aKI[iSIMH.

3.4. Bursr indopmauii npo B3a€MO03B’SI3KH Mixk akIissMu

Jts OLIHKK BIUIMBY 3B’SI3KiB MiXK aKI[iIMH Ta XapaKTePUCTHKAMU iX YaCOBHX
psIiB Ha NMPOTHO3YBaHHS KypCy aKLiii BUKOPHCTaEMO TpadoBY HEHPOHHY MeEpeKy
(GNN) [24, 25]. Ha Bxoau GNN mogaetbesi Tpad, BY3JIH SIKOTO Bif0OpaXkaroTh
O3HaKH YaCOBUX PSIIIB aKIlii, a lyr'u MOKa3ylOTh 3B 530K MiXK HUMH.

GNN € 6araTopiBHEBOIO MEpeXel0, KOKEH PiBEHb SIKOi OMHCYETHCS BUPA3OM
[24]:

hr.‘—].

[ _t k-1
hy = a (W, Z NG + Bphy™ "), (6)
weN[E)
ne 7 — ¢ynkuis akTuBanii, Wi _ parosi KoeQillieHTH, By _ 3CyB, kK — KiJIBKiCTB

11apiB MEpexi.

Takum uunoMm, Ha Bxomd GNN HagxomATh ABa THUNOHM JaHUX: MaTPHI
CYMDKHOCTI, sIKa TIPENCTaBIs€ 3BSI30K MK aKIisMH, i MaTpUI OCOOIMBOCTEH
YaCOBUX XapaKTEPUCTHK aKiliil. BUXiHUI [Iap OMHUCYETHCS BUPA30M:

¥, = ht )

i mpencraBiusie OpHOYTKOBICTH aKiiif Ha HACTYymHMH TepioJ, IIO 103BOJISIE
NpPOTHO3YBaTH IHTErpajbHy iHQOpMAIi0 TNpo akwii g NPUHHATTS  OimbI
OOIpYHTOBAaHMX pIllIeHb Ta MiJABUIICHHS CTIHKOCTI (piHAHCOBUX PHHKIB 3 METOIO
OTpPHUMaHHS BUCOKUX NMPHUOYTKIB 32 HU3bKUX PU3HKIB.

Pesynsrarom po6otn GNN € 10XOAHICTh aKIIii.
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4. ExciepuMeHTabHI 10CTiIzKeHHS

ExcniepuMeHTanbHi  JOCHIDKCHHS TMPOBOJIUIMCS 3 aKImisMH 16 BigomMux
TexHojoriunnx kommaniii: Apple (AAPL), Amazon (AMZN), Cisco (CSCO),
Electronic Arts (EA), eBay (EBAY), Meta (META), Google (GOOG), IBM (IBM),
Intel (INTC), Microsoft (MSFT), Netflix (NFLX), NVIDIA (NVDA), Oracle
(ORCL), Qualcomm (QCOM), Tesla (TSLA) i Adobe (ADBE).

3anponoHoBaHa MO OyIa pealizoBaHa 3a BUKOpUCTaHHAM Python.

3a nomomoroto Yahoo Finance API yepes 6i6mioreky pandas_datareader Gynun
3i0pani maHi mpo 1momo0oBi IiHM akmii 3a mepiox 3 1 ciyrg 2021 p. mo 1 ciuns
2023 p. Ha puc. 6 HaBeneHi rpadiku 3MiHM LiH Ha aKIIii, ¢ KOXKHA TOYKa Ha rpadiky
— 1Ie CepeTHsI [iHa aKIIil 38 MiCsIIlb.

Hani npo okpemi akuii Oymu o0’exHani B equnuii DataFrame, 3 sixoro Oyna
BUTyUYCHA BIIMOBiHA iH(pOpMAIlisl, TaKa SK JiaTa, [[iHa 3aKPHUTTSI Ta CAMBOJI aKIIii.
Averags Steck Prices Tor Companies (Monthiyh

e ! ; . -

N s
600 . L | : ‘r-:m
—4= ERaY
L + MFT‘A.
— coe
N['._.

T
YDA
y + ORCL
4 - Qrom
300 - = = 154
e A e ADBE
\ ¥ e
_ i =
200 '_,_.-c’ .
& — ~
160 — - e ——a—— = S "
; E——— =
e YL e e [T, e,
— - B il A ——F
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o o g o o ¥ i Fild g
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Pucynox 6. I'paghixu sminu yin Ha axyii MexHON02IYHUX KOMNAHIL

ExcrnieprMeHTanbHi JaHi mpo 1mo 00081 iHK Ha akiii 3a nepion 3 1 ciuns 2021
p. o 1 ciunst 2023 p. Oynu NoALNIEHI Ha TPH iHTEPBAIIH:

1) HaBuanbHa BuGipka (1 ciuns 2021 p. — 1 mumns 2022 p.);

2) nepeBipouna Bubipka (1 numus 2022 p. — 1 xostHs 2022 p.);

3) TectoBuii Habip (3 1 sxoBTHS 2022 p. 1o 1 civns 2023 p.).

[lin vac HaBuaHHA HEHPOHHHUX MeEPEX KIJBKICTh iTepamii Mozpemi OyIo
BcTaHoBNeHO piBHUM 500. B sIKOCTI XapaKTepUCTHK aKIiil 0yio B3SATO IIICTH THIIIB
BHYTPIITHBO JICHHUX TOPTOBUX JaHUX: I[iHA BIIKPHUTTS, IiHA 3aKPUTTS, BUCOKA IliHa,
HM3bKa IliHa, OOCAT i IIBHAKICTH 0OOPOTY, OCKIIbKM BOHH THUIIOBi, MOLIMpPEHi Ta
JIETKO JOCTymHi. J[ns OIIHKK SKOCTI MOJeNi BHUKOPHUCTOBYBAnacs CepemHs
kBagpatuuyHa nomuika (MSE). IlpoBenene MopenmtoBaHHA IOKaszano, L0 e
NOKa3HUK I BCIX aKiiii He mepeBuIlyBaB 2%, IO CBIYUTH MPO JOCHTb BHCOKY
e(eKTUBHICTh 3alIPOIOHOBAHOT TiOPHIHOT MOZEINI aHali3y aKIliif Ta MPOrHO3yBaHHS
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(inancoBoro puHKy. s OTpHMAaHHS XapaKTEPUCTHK YaCOBHX DSAIB MPO akii
BUKOPHCTOBYBaacs peKypeHTHa HelipoHHa mepeka LSTM, kinmbkicTh mapiB skoi
Oyno B3STO PIBHUM 2, a JOBXKHHA 4acOBOrO psity Oyia BcraHoBieHa piBHOKO 30,
TOOTO OIMH MicCsIb. 3aBIaHHS BU3HAYCHHS B3a€EMO3B'SI3KIB MiXK aKI[isIMH PO3TISIHYTO
SIK 3aBJAHHs KJIAaCTepH3allil, s BHUPILICHHS KO 3aCTOCOBAHO IMYHHHH minmXxiz, a
caMe Mojelnb JAepeBomnoniOHoi iMmyHHOI Mepexi daiNet. Lle mo3sonmio orpumaru
iHpOpMaLlil0 MPO akIil TEXHOJNOTIYHUX KOMIaHii y Burisai rpada (puc. 7),
BEPILIMHHM SKOTO BiZIOOPaKar0Th XapaKTEPHCTUKK YaCOBUX PSIB MPO aKliii, a Iyru —
kopersanii mixk akiismu. [1[o0 mocmiauTH KOpensmiro MiK I[iHAMH Ha MOMEHT
3aKpUTTS aKIiH TEXHOJOTIYHMX KOMIaHiH, Bukopucrano DataFrame. L{e mo3Boimio
BIOPSIKYBATH JaHi 32 JaTOI Y BUIVLSIAI PAAKIB Ta KOXKHHN CHMBOJI aKIiid y BUTIISAIL
CTOBIIIB (MaTpuus Kopesiwii). Bizyamizamis TemnoBoi kapTtu (puc. 8) cTBopeHa 3a
noroMororo 6ibmiorek seaborn i matplotlib, o 3a6e3neuye iHTYITHBHO 3po3ymise
MIpeCTaBICHHS KOPEIALIIHOT MaTpHIIi.

Cluster 3

10

00717 039

ADBE - D11 086 098 050 0.9 o Jol 3 | Tl 063 0.36

AMZN - 0,077 ue,
€sco- 039
o6

088 sl

GOOG - 0,56 BURE ), B ; 1 048 0, 0.87 79 8 9 -04

Symbol

-0.2

- 0.0

ORCL- 0.42

QCOM -+ 08 056

TS1LA 036 D48

MDA ORCL QCOM

' | i ) U ' | 3
AAPL  ADBE AMZN BM INTC  META  MSFT

Symbol
Pucynoxk 8. Bisyanizayis mennogoi kapmu Kopenayit axyiti mexHoao2iuHux
KOMNAuii
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Ha rtemnoBiif kapti OibII TeMHI BIITIHKH 3€J€HOTO BKA3yIOTh HA IO3WTHBHI
B3a€MO3B’SI3KH, TOAI SIK BIITIHKM YEPBOHOTO BKA3yIOTh Ha HETaTHBHI B3a€MO3B’SI3KH.
UuMm 6rpKYe 3HaAUYeHHA 10 +1, TUM CHJIBbHIIIA TO3UTUBHA KOPEJALs, 1 HABIIaKu, YUM
Oyrokde 110 -1, THM CHIIbHIIIA HeTaTUBHA KOpemsLisa. 3HaueHH 0mu3bko 0 BKa3ylOTh
Ha ciabkuil B3a€MO3B 30K 200 Ha HOTO BiACYTHICTh. 3a JONOMOTOIO L[LOTO aHAJI3y
MOJKHA 3pO3YMITH, SIK IIiHA aKIii TEXHOJOTIYHHX KOMIIaHIi MOB’s3aHa MPOTArOM
3aJJaHOTO Tepiofy 4acy. BHSBISIOUM CHIIbHI MMO3WTHUBHI YW HETAaTUBHI KOPEISIii,
MOXKHa OTPUMATH YSBJIEHHS IIPO IOTEHLIHI MOJENi UM 3aJIeXHOCTI MDK PI3HUMHI
akmismu. lle nocmijpkeHHs MoKe HamaTH IiHHY iHQoOpMalilo iHBeCcTOpam,
TpeiinepaM i (iHAHCOBMM aHATITHKAaM, OCKUIBKM BOHO MOKE BHSBUTH, SIKI aKmii
MaroTh TEHACHIIO PyXaTHUCS Pa3oM, a fAKi JIEMOHCTPYIOTh KOHTpacTHi pyxu. Kpim
TOTO, JAOCTIDKYIOUM KOPEJSAUidHI TeHAeHMLii, 1HBECTOpPU MOXYTh ITOTEHIIIHO
ONTUMI3yBaTH CBOI cTpaterii muBepcudikamii mopTderns, MiHIMI3ZyBaTH PH3HK i
MiABUIIATH NPUOYTKUA HUIIXOM PO3MOAUTY aKTUBIB MK TMO3WUTHBHO 3B’SI3aHUMHU
akmisMu. JIOCHIJDKEHHST TakKoXK MO)KE IPU3BECTH JIO BHSBICHHS TEXHOJOTIYHHX
KOMITaHiif, sKi MaroTh OUIBIIMI BIUIMB HA 3arallbHUM pyX PHUHKY MPOTATOM
3a3HayeHoro mepiony. L{i akmil MOXyTh BIUIMBAaTH Ha PHHKOBI HAcTpoi Ta €
aKTyaJbHUMH JUIS aHAJi3y Ta NPOTHO3YBAaHHS PUHKOBHX TEHJICHITIH.

JlocmiKeHHsST  JO3BOJISIIOTh BHSIBUTH TEXHOJIOTIYHI KOMITaHIii, SIKi MaroTh
OUTBIIMI BIUIMB HAa 3aralbHU PyX PHHKY MPOTATOM 3a3HaueHoro mepioay. Kpim
TOTO, PO3YMIHHS B3a€MO3B’A3KYy MDK AaKIiIMH B TEXHOJIOTIYHOMY CEKTOPI MOXKe
BKa3aTH Ha 3araJbHUN CTaH 1 cTaOuIpHICTH ramysi. Hampukiaa, BHCOKHI CTYIiHB
MO3UTUBHOI KOPEJALIi MK TEXHOJOTIYHAMH aKIisIMA MOXKE CBIAYUTHU PO TeE, IO
rajxy3b IepexXuBae 3poCTaHHs abo 3aHenas, y TOH 4Yac SK HU3bKI KOpeJsLil MOXYyTh
BKa3yBaTH Ha BIAMIHHOCTI B MpPOXYKTHBHOCTI OKpeMHX KommaHiid. ILle wmoxe
NPUBECTH 1O BHUKOPHCTAaHHSA OUNBII CKJIAQJHUX METOMAIB MOJEIIOBAaHHA Ta
MIPOTHO3YBaHHs, SKi BKIIOYAIOTH B3a€MO3B’S3KM MDK akWisMH. Y pe3yibrari,
HaTJIAIHO BHIHO IIO € TOCHUTHh BHCOKA MO3UTHBHA KOpENslis B mapax Microsoft &
Nvidia, Microsoft & Google Ta iH. Sk HacTimOK, pe3yibTaTH IBOTO JOCIIIKEHHS
MOXYTh CHpPHUSATH TOMOBHEHHIO ICHYIOUOTO MAacWBY 3HaHb y cdepax (QiHaHCIB,
E€KOHOMIKH Ta iHBeCTHIil. OTpUMaHUA Ticis KiacTepu3amii rpad B3aeMO3B’SI3KiB
MDK aKIissMHM TEXHOJOTIYHUX KOMIaHid (puc 7) BKa3aB Ha CTBOPEHHS TPHOX
knactepiB. Jlo mepimoro kiactepy BBiMmutM HactymHi kommasii: Adobe, Amazon,
EA, eBay, Intel, Meta, Netflix, nentpom kiacrepa € kommnanis Meta. Kommnanii B
LLOMY KJIACTEPi MAIOTh BHCOKY ITO3MTHBHY KOPEIIIIO OJTHA 3 OJJHOIO, 1[0 BKa3ye Ha
Te, IO I[iHM HA iXHi aKIil MaroTh TEHJCHIII0 pyxaTucs pazoM. Lli kommaHii MOXYTbh
HAJIS)KATH JI0 TEXHOJIOT1YHHUX 200 IMOB’A3aHUX 13 TEXHIKOIO CEKTOPIB, OCKIJIBKH BOHH
MAaIOTh MOAIOHY PHHKOBY JHHAMIKy Ta Ha HUX MOXYTh BIUIMBATH 3arajibHi ramy3esi
tergentii. J[o apyroro kmacrepy BBiduumM HactymHi kommawii: Apple, Cisco,
Google, Microsoft, Nvidia, Oracle, Qualcom, Tesla, uentpom kiacrepa € KoMHaHist
Microsoft. Ileii knacrep CKIaga€TbCs 3 KOMIIAHIM, sIKi MArOTh MO3MTHBHI KOPEJSALIi
OJIHA 3 OJIHOIO, aJie He TaKi CHWIIbHI, sIK KoMmaHii B knacrepi 1. L{i koMnaHii MOXyTh
HaJIeKaTH JI0 Pi3HUX CEKTOPiB, ajie¢ MAIOTh CIJIbHI PUHKOBI TEHICHLII ab0 MaroTh
B3a€MOINIOB’sI3aHy JNWHaMiKy Oi3Hecy. Jlo TpeThOro Kiactepy BBIilIIUIa KOMITaHist
IBM, sxa € e€quHOM KOMIIAHI€I0 B LBOMY KIJIACTepi, IO BKa3ye Ha Te, MO ii
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B3a€EMO3B’SI30K 3 KypcaMH aKMiif IHIIMX KOMIaHIH y Habopi AaHWX BITHOCHO
HU3bKHI. BoHa Mae Tinbku crraOkuii B3aeMo3B’s130k 3 koMmnaHisiMu Oracle ta Cisco 3
knactepy 1. Lle Moke OyTH yHIKaJbHUM y CBOil MOBEIHIl HA PUHKY IOPIBHSIHO 3
iHMMAMH ~ KoMmaHisMu. OTpumaHuii  Tpad  B3a€EMO3B’SI3KIB MK  aKI[isMH
TEXHOJIOTIYHUX KOMIIaHii, SKUH MICTHTh TPHU KJIACTEPH, 3 XapaKTEPUCTUKAMH
YacOBHUX PAIB aKLiif, 10 BUKOPUCTOBYIOTHCS SIK BHpPa3 BY3IiB Ha rpadi, mogaeTbest
Ha 1Bi rpadosi HeliporHi Mepexxi GNN, KoXHa 3 SIKHX € TPHIIAPOBOIO i CTBOPEHA
i kiactepiB 1 i 2. Jlna xiactepy 3 Hemae HEOOXiJHOCTI CTBOPIOBATH MEPEKY
GNN, Tak sIK BiH CKIIaJJa€TLCS TUIBKHU 3 oAHiel kommnaHii IBM.

Takum ymHOM, KOo)kHa GNN 703BOJISIE OTPUMATH IPOTHO30BaHI IIIHM aKIliit
HACTYIHOTO JHS, HIiCIsl YOr0 MOXHA OOMpATH akiii 3 HAWOUIBIIOI IPOTrHO30BAHOIO
MPUOYTKOBICTIO HA HACTYHUH MEPiO.

5. BucHoBKHM

AHasti3 OBeIHKY IIiH Ha akKIii € CKIaJHUM MporecoM. Ha pHHOK WiH Ha akmii
BIUTMBAE 0arato TiCHO B3aeMOMOB's3aHUX (akTopiB. KpiM Toro, naHi mpo wiHu Ha
aKIii MaroTh HU3bKE BIiJHOLICHHS CHTHA/IIYM, IO POOWTH IIPOTHO3YBAaHHS LiH Ha
akIii CKJIagHUM 3aBHaHHsAM. @DIHAHCOBMI PHUHOK CHOTOJHI 30ymoBaHWil 3
BUKOPUCTAHHAM KOMOIHAIT Pi3HUX TEXHOJIOTIH, SKi B3a€MOJIIIOTh OJIMH 3 OJTHUM JIJIsI
MOJIETIICHHS MPUHAHATTS OBl OOIPYHTOBAaHUX pilIeHb. Y TOW caMHil Yac iCHye
B3a€MO3B'A30K MK KOJHMBAaHHAMHU IiH KIJTbKOX IMOB'A3aHUX AaKIiH, SKi MOXYTh
BUSBIATUCS Yy OJHOYAaCHOMY 3pOCTaHHI 4M MaAiHHI miH. ToMy akTyalbHUM €
po3poOka Moneneil aHami3y akIiii Ta MPOTHO3YBaHHS (PIHAHCOBMX PHHKIB, IO
BPaxOBYIOTh B3a€MO3B’SI3KM MDK aKIisMH, IO JO3BOJSE IiJBUIIUTH TOYHICTH
MIPOTHO3YBAHHS I[iH Ha aKIIil.

JlocimipKeHHsT METO/IIB aHaNli3y akKliil Ta IMPOrHO3yBaHHs (DIHAHCOBHX PHHKIB
JO3BOJIMIIO BHOpaTH TiOpHIHMH WiOXiA, SKUH BHKOPHCTOBYE PIi3HI TEXHOJOTIT
iHTeNeKTyaJ bHOI 00poOKH iH(opMaril Ta iHTerpye iHdopMalio Mpo 3MiHM I[iH Ha
akmii y Jaci i B3a€MO3B’SI3KH MK HUMH. 3allpOIIOHOBAHO MOJIENb aHANi3y aKmiid Ta
MIPOTHO3YBaHHS () IHAHCOBUX PUHKIB, y SKiH:

1. JIns oTpumaHHS 9acoBoi iH(pOpMAIil mpo axmii BUKOPHCTAHO PEKYpEHTHY
HeiipoHHy Mepexy LSTM, ska Moke e(peKTHBHO BHUTATYBATH iH(POPMAIIO TIPO
YacoBi PS/IM aKIiliil Ta MPOTHO3YBATH I[iHK Ha aKIIil.

2. Jlnsg BUpilIeHHs 3aBJaHHS KiacTepu3alil akmiii BHKOPHCTaHO MOJIENb
JepeBoBUIHOT IUTy4HOI iMyHHOT Mepexki daiNet, sika mossonsie dopmysatn K-
noB’s13aHKil rpad), 110 BpaXOBYE 3B’SI3KH, BIJHOCMHU Ta XapaKTEPUCTUKH YaCOBHX
PAMIB aKIii.

3. Jns iHTerpanii iHpopMarii mpo 4acoBi pAIM, OTPUMAHOI 3 BHKOPHUCTAHHIM
mozeni LSTM, 3 indopmamiero mpo B3aeMO3B'I3KM MDK aKIisIMH, OTPHUMaHOI 3a
noromoroto moneni daiNet y Bursimi rpada, BukoprcTana rpadoBa HEHpOHHA
mepeska GNN, Ha BXOAM SIKOi HAJXOMAATH JaHi JBOX BHUJIB: MaTPHIlI 3B'I3KiB MiX
aKIisMH, Ta MaTPUIpI O3HAK YacOBHX XapakTepucTHK akiid. Buxomamu GNN e
npUOYTKOBICTh aKIIil.
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[IpoBeneHO eKCIIEpUMEHTANBHI  JIOCTIDKEHHS 3  akmisMd 16 Bimomux
TEXHOJIOTIYHMX KOMIIaHif, JMaHi mpo MIOA00O0BI IIHM aKIiii sSkuX Oynu B3ATI 3a
nepion 3 1 ciung 2021 p. no 1 ciunsg 2023 p.

ITpoBeneHe MoOJENIOBaHHS IOKAa3alo, IO IMOKa3HUK CEPEeIHbOKBAAPATHYHOL
MOMHJIKM ISl BCIX akmii He mepeBHIIMB 2%, IO BKa3ye Ha JOCTaTHHO BHCOKY
e(eKTHUBHICTh 3aMPOIIOHOBAHOT FiOPUIHOT MOJETI aHAaNI3y aKIii Ui IPOTHO3yBaHHS
(inaHcoBOro pHHKY. JlOCIIDKEHHS JO3BOJIMIIN BUSBHTH TEXHOJIOT1YHI KOMITaHIl, sSIKi
MaroTh OUIBIINI BIUIMB Ha 3aTIBHAIN PyX PHHKY Y BKa3aHUH Iepio.
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Abstract.The ability to predict stock prices is essential for justifying investment
decisions in the financial market. Various approaches are used to analyze stocks for
the purpose of forecasting the financial market: statistical methods, pattern
recognition, graphs, machine learning, etc. Because stocks exist in a large and
interconnected market, traditional methods based on time series information for an
individual stock do not take into account the relationships between other stocks. The
linkage effect in the financial market, where stock prices are influenced by the prices
of related stocks, requires other approaches. Taking into account the relationships
between stocks can improve the effectiveness of stock price forecasting. A hybrid
model of stock analysis is proposed, which uses a combination of various intelligent
technologies: recurrent neural networks to determine the characteristics of time
series of stocks; artificial immune networks to determine the relationships between
actions; graph neural networks that allow forecasting the financial market to make
more informed decisions in order to obtain high profits at low risks. Experimental
studies were conducted with the shares of 16 well-known technology companies,
which showed that the average squared error for all shares did not exceed 2%. This
indicates the sufficiently high efficiency of the proposed hybrid model of stock
analysis for forecasting the financial market.

Keywords stock, financial market, forecasting, profit, interaction, neural
network, artificial immune network
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Abstract. The chapter is devoted to the sophisticated data mining pipeline, which
was designed for restoring the high-quality images from the blurred frames made by
the Charge-Coupled Device (CCD) cameras. The developed data mining pipeline
leverages the modern informational technologies for the horizontal and vertical
scalability. The core methodology integrates the following mathematical methods
and algorithms: an inverse median filtration method for the noise reduction and the
Lucy-Richardson algorithm for deblurring. The inverse median filtration effectively
reduces impulsive noise while preserving edges, and the Lucy-Richardson algorithm
iteratively refines the image by correcting for blurring effects encoded in the point
spread function (PSF). The proposed system's architecture of the processing pipeline
for automated data mining of the single astronomical objects from blurred CCD
frames utilizes the following modern technologies: Python programming language,
Redis, FastAPI, React, Docker, and Caddy to ensure high performance, scalability,
and ease of deployment. This integrated approach significantly enhances the
accuracy of astronomical observations, facilitating more precise studies of celestial
objects. The proposed pipeline addresses the unique challenges of astronomical
image processing, offering a robust solution for automated data mining of single
astronomical objects. Our work demonstrates the potential to advance astronomical
research by improving image clarity and reliability, contributing to various fields
within astronomy. The combination of effective noise reduction and deblurring
techniques, along with a scalable and high-performance system architecture,
provides a comprehensive solution to the challenges faced in processing
astronomical images.

Keywords: Data mining, automated pipeline, scalability, CCD frame,
astronomical image, blurred image, image processing, image analysis, object
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detection, point spread function, Lucy-Richardson algorithm, noise reduction,
inverse median filter, deconvolution, Python, Docker, FastAPI

1. Introduction

Astronomical imaging has significantly advanced our understanding of the
universe [1]. However, capturing high-resolution images of celestial objects presents
various challenges, one of the most prominent being image blur. This blur can
obscure critical details necessary for astronomical research [2], thus necessitating
sophisticated deblurring techniques. In the quest to observe and understand celestial
phenomena, astronomers rely on highly sensitive imaging devices. Charge-Coupled
Device (CCD) cameras [3] have become the cornerstone of modern astronomical
research due to their superior sensitivity to light and ability to produce high-quality
images with fine detail and low noise. These attributes make CCD cameras
indispensable for capturing faint celestial objects and critical details necessary for
astronomical observations [4]. Despite the advantages of CCD cameras, various
factors contribute to the blurring of astronomical images. These include atmospheric
conditions, optical imperfections, mechanical issues, and intrinsic properties of light.
Understanding these causes is essential for developing effective deblurring
techniques [5]. Astronomical image blur primarily results from atmospheric
turbulence, where heterogeneities in atmospheric density and temperature cause
differential refraction of celestial light, leading to distortions and the twinkling effect
observed in stars. This phenomenon, known as "seeing,” significantly impacts the
clarity of astronomical observations [6]. Optical aberrations in telescopes, arising
from imperfections in the design or misalignment of optical components, introduce
further degradation. Aberrations such as spherical, chromatic, and astigmatic
distortions compromise image fidelity, even in high-quality telescopes.

Examples of blurry astronomical objects are shown in Fig. 1.

.. ;
7

Figure 1. Examples of blurry astronomical objects

Without effective mathematical methods [7] to counteract blur, identifying
features of distant galaxies, studying nebulae structures, and detecting exoplanets
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become exceedingly difficult, often leading to incorrect interpretations and
conclusions. Thus, developing various approaches to mitigate blur is critical for
advancing astronomical research [8]. In this context, our work focuses on the
implementation of the information system based on the processing pipelines for
automated data mining [9] of single astronomical objects from blurred CCD frames.
Our system is built upon cloud technologies, allowing us to scale the system
efficiently, which is crucial when handling the large volumes of data common in
astronomical research. The core of our methodology leverages the Lucy-Richardson
algorithm [10], powerful deconvolution technique, to restore the original, unblurred
images. The significance of our work lies in its potential to enhance the accuracy of
astronomical observations and interpretations. By effectively mitigating the effects
of blur, our system facilitates more precise studies of celestial objects, contributing
to advancements in various fields of astronomy [11], from galaxy formation and
evolution to the search for exoplanets. This chapter aims to the analysis of main
focuses and features of the sophisticated data mining pipeline, which was designed
for restoring the high-quality images from the blurred frames made by the CCD
cameras using an inverse median filtration method and the Lucy-Richardson
algorithm. Such methods and algorithms are implemented in scope of the
mathematical module for intraframe processing in the Lemur software. Section 2
presents the literature review with mentioning advantages and disadvantages of the
reviewed papers. Section 3 elaborates an architecture of the processing pipeline for
data mining of the single astronomical objects from the blurred CCD-frames.
Detailed description of steps of the processing pipeline are also presented in this
section as well as the description of the inverse median filtration method and the
Lucy-Richardson algorithm. This section also aims to the main features and
advantages of the Lemur software for the astronomical data processing purposes.
The developed data mining pipeline leverages the modern informational
technologies for the horizontal and vertical scalability. Section 4 presents the results
received during processing astronomical data with the different SSOs using the
developed processing pipeline for data mining of the single astronomical objects
from the blurred CCD-frames. The chapter ends with a conclusion in section 5,
which illustrates the conclusions and outlines of the future work and research as well
as possibilities for future investigations and enhancements.

2. Literature review

Data mining in astronomical image processing [12] is a critical area of research,
focusing on extracting valuable information from the vast amounts of data generated
by modern telescopes and imaging devices. Despite significant advancements in
technology, numerous challenges impede the effectiveness of current data mining
techniques. These challenges range from image quality issues to algorithmic
limitations, making it difficult to achieve accurate and reliable results.

Common approaches to handle astronomical image blurring include machine
learning algorithms, deconvolution techniques, and various image processing
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methods. Machine learning algorithms, particularly deep learning, have shown
promise in image restoration tasks. Convolutional neural networks (CNNs) [13] are
widely used for their ability to learn complex patterns and features from large
datasets. However, these models require extensive training data, which is often
limited in astronomy, and are computationally intensive, posing challenges for real-
time processing. Deconvolution techniques [14] are another prevalent approach.
These methods iteratively restore images by reversing the effects of blurring. While
effective, they rely heavily on accurate point spread function (PSF) estimates, which
can be difficult to obtain. Misestimation of the PSF can lead to artifacts and
suboptimal image restoration. Other methods include wavelet-based techniques [15]
and matched filtration methods [16]. Wavelet-based approaches can effectively
denoise and deblur images by decomposing them into different frequency
components. However, these methods may struggle with the multi-scale nature of
astronomical data, requiring additional techniques to enhance performance of the
short time series [17]. Matched filtration methods [18], which utilize pre-defined
filter shapes to enhance signal detection, can be useful but depend on precise
knowledge of the blurring characteristics, limiting their flexibility in varying
conditions. In the papers focusing on computer and machine vision [19], researchers
developed foundational algorithms but lacked specific adaptations for astronomical
image processing. The general algorithms discussed often fall short when dealing
with the high noise levels and specific distortions found in astronomical images. This
highlights the need for specialized techniques to handle unique challenges, such as
cosmic ray hits and varying illumination. Further studies suggest using the different
image processing algorithms [20] including Sobel filter [21] for astronomical image
recognition, which is effective in edge detection but struggles with the high levels of
noise and blur typical in astronomical images. The Sobel filter [22], designed for
general edge detection, fails to adequately enhance the fine details necessary for
accurate astronomical analysis, potentially leading to misidentifications of celestial
objects. Moreover, image recognition [23] indicates that processing speed decreases
significantly as the size of the image frames increases, thereby limiting their
applicability for high-speed processing tasks required in astronomical observations.

In a paper [24] suggested approach has the requirement for a stable and
controlled environment for accurate measurements. This dependency may limit the
practical application of the approach in more variable or field conditions, where
maintaining such controlled conditions is challenging. Additionally, the approach
relies on selecting and observing multiple markers in different positions, which
introduces the risk of incorrect marker selection or observation errors. If the markers
are not placed or observed correctly, it can lead to significant inaccuracies in the
reference point determination, further complicating the process and reducing the
reliability of the results.

3. Data mining of the Solar System objects
The proposed astronomical objects data mining pipeline is designed to address

the challenges posed by blurred CCD frames in astronomical imaging and
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astronomical big data analysis [25]. The following sections provide a detailed
description of each component of the designed pipeline and its role in restoring high-
quality astronomical images including photometry [26].

Implemented pipeline have been integrated inside the fully functional
information system with the web-based interface which allows to automate the
astronomical objects data mining process. The given pipeline integrates the median
filter [27] and the Lucy-Richardson algorithm [28] in order to enhance the quality of
astronomical images affected by blurring. This integration leverages the strengths of
both techniques to effectively reduce noise and recover fine details, ultimately
improving the accuracy of data mining processes for single astronomical objects
considering the different typical forms [29].

The whole pipeline is shown in Fig. 2:

N I
. — | Lucy-Richardson [
Median filter || | Tdecsrnbhtion — V4
P
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v, o W,

Figure 2. Astronomical objects data mining pipeline

The initial phase of our data mining [30] pipeline entails the application of a
median filter [31], a sophisticated non-linear digital filtering technique renowned for
its efficacy in noise reduction. The median filter operates by traversing the image
pixel by pixel, substituting each pixel value with the median value derived from the
surrounding neighborhood of pixels. This method is particularly adept at mitigating
impulsive noise, such as salt-and-pepper noise, while preserving the integrity of
edges and fine details, making it an indispensable tool for pre-processing
astronomical images prior to deblurring.

The median filtering can be described using the following formula:

Agemmn) = A (mn) — A almm), 1)

where er{m* n) _ represents the output pixel value at coordinates (m, n) after
applying the median filter;

A m, ) _ denotes the input pixel value at coordinates (m, n) in the original
image;

Amed (m.n) _ is the median value of the pixel values within the neighborhood
centered around (m, n).
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The resulting image with equalized background brightness may have pixels with
a negative value, so an additional correction should be performed and the minimum
value between all pixels should be subtracted from each pixel:

Apemn) = A imn) — A, )

where Anur{m'n] — represents the output pixel value at coordinates (m, n) after
applying the correction;

Amlm.n) _ denotes the input pixel value at coordinates (m, n) in the original
image;

Amin — the minimal value of the pixel in the image.

The median filter is uniquely advantageous in its ability to preserve edge
sharpness, which is crucial in astronomical imaging where the accurate delineation
of celestial bodies is paramount. Traditional linear filters, like the mean filter, tend to
blur edges along with noise reduction, leading to a loss of critical information.

In the context of our pipeline, the use of the median filter is a critical pre-
processing step. Astronomical images often suffer from various types of noise
introduced during the capture process by CCD cameras, atmospheric conditions, or
electronic interference. By applying the median filter, we can significantly enhance
the quality of the raw images, thereby facilitating more accurate subsequent
deblurring using the Lucy-Richardson algorithm. Furthermore, the median filter's
robustness against noise and its edge-preserving properties makes it highly suitable
for astronomical applications, where precision and clarity are essential.

After noise reduction via the median filter, the deblurring process is executed
using the Lucy-Richardson algorithm [32]. This algorithm is specifically tailored to
recover a latent image that has been subjected to blurring by a known PSF.

The PSF characterizes the response of the imaging system to a point source or a
point object, encapsulating the spread of the point source's light due to factors such
as atmospheric turbulence, motion, or lens aberrations.

The observed image can be decomposed as a sum of individual points and
represented through a transition matrix:

dz’ == ZP:’J“}'J (3)
=

i _js the intensity of the pixel in the output image;

where

Pi.j — is the element of the transition matrix representing the shift between the
initial pixel j and the output pixel i;

Uj _is the intensity of the pixel j in the input image.

The transition matrix can be expressed as the shift between the initial and output
pixels using the following equation:
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pi;=P(i—j), )

where PG - f] — is the point spread function;

Pi.j —is the element i, j in the transition matrix p.

The iterative nature of the Lucy-Richardson algorithm allows for progressive
refinement of the image, with each iteration enhancing the clarity and detail by
correcting for the blurring effects encoded in the PSF. It operates by maximizing the
likelihood that the observed blurred image could be obtained from the deblurred
image when convolved with the PSF. The Lucy-Richardson method on each iteration
can be described using following equation:

. As,
Af‘-l'l — Ar hn’ @#)J (5)
deb deb BEF hP_E'F@A;gb

where AlZs is an updated image on the current iteration;
Ageb _isan input image on the current iteration;
hase s the point spread function;
h pse is the flipped point spread function;
Asur _ s the initially blurred image;

® _ s the convolution operation.

One of the key strengths of the Lucy-Richardson algorithm is its efficacy in
restoring images degraded by various forms of blur, including motion blur, out-of-
focus blur, and atmospheric distortion. Its robustness is further underscored by its
ability to produce high-quality deblurred images even when the PSF is not perfectly
known, leveraging iterative refinements to converge towards an accurate
representation of the latent image.

Overall, the combination of the median filter for noise reduction and the Lucy-
Richardson algorithm for deblurring forms a powerful pipeline for enhancing the
quality of astronomical images. This pipeline is particularly advantageous in the
context of processing blurred CCD frames, where high precision and clarity are
paramount for accurate data mining and analysis of single astronomical objects.

The system architecture for the astronomical objects data mining pipeline is
constructed using a combination of modern technologies and frameworks to ensure
high performance, scalability, and ease of deployment. The architecture is built upon
Python, Redis, FastAPI, React, PostgreSQL, Docker, Docker-Compose, and Caddy,
each playing a critical role in the functionality and efficiency of the pipeline. The
suggested architecture is provided in the Fig. 3. Python [33] serves as the
orchestrator for the data mining pipeline, overseeing the coordination and execution
of tasks. However, the computationally intensive parts of the pipeline, including the
implementation of the median filter and the Lucy-Richardson algorithm, are
developed as precompiled binary files to maximize performance and efficiency.
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Redis is utilized as a task queue [34], effectively managing the distribution and
scheduling of tasks within the system. This ensures that the processing of data is
both streamlined and efficient, reducing latency and optimizing resource usage.

FastAPI functions as the backend framework, providing a high-performance,
scalable API for handling client requests and managing the data mining pipeline. The
asynchronous capabilities of FastAPI significantly enhance performance by enabling
the concurrent handling of multiple requests. Additionally, FastAPI auto-generates
interactive APl documentation using Swagger Ul, facilitating ease of use and
integration. React is employed to develop the web-based interface of the information
system. This interface allows users to interact with the pipeline, upload images, and
visualize the processed results. React's component-based architecture ensures a
modular and maintainable codebase, while libraries such as Redux efficiently
manage application state, enhancing the user experience.
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Figure 3. Implemented system architecture
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PostgreSQL is used as the primary database for storing and managing the
metadata associated with the images and processed results. PostgreSQL's robustness
[35], support for complex queries, and ACID compliance make it an ideal choice for
handling the relational data required by the system. Caddy is utilized as the web
server and reverse proxy, offering several advantages, including automatic HTTPS
for secure communication with automated TLS certificate management, and
simplified setup and configuration compared to traditional web servers.

For deployment, Docker-Compose [36] is employed to set up a local
development environment, ensuring that all services run seamlessly together. In
production, the application is deployed on a cloud platform using Docker containers,
with Caddy managing secure HTTP traffic and load balancing.

In summary, the described system architecture leverages a sophisticated list of
technologies to construct an efficient and scalable data mining pipeline for
astronomical images. By integrating Python for task orchestration, precompiled
binaries for computationally intensive processing, Redis as a task queue, FastAPI for
backend services, React for the frontend interface, and Docker with Caddy for
deployment, the pipeline achieves high performance and user-friendliness.

This architecture not only enhances the quality of astronomical images but also
ensures that the entire process, from data ingestion to result retrieval, is seamless and
efficient. The data flow within the system initiates with users uploading blurred CCD
images through the React-based web interface as a task (see Fig. 4).

Create task

Figure 4. Blurred CCD images uploading
These uploaded images are transmitted to the FastAPI backend, where they are

stored in the local filesystem on the server side and enqueued for the future
processing using the pipeline.
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Once the processing task is selected to be executed, it’s reflected on the user
interface (UI) by updating the processing task status to «In progress» as it’s shown in
the Fig. 5.

Figure 5. Image processing task status update

Once the pipeline is executed the processing results are reflected in the Ul as it’s
shown in the Fig. 6Error! Reference source not found..

We can see the processing task information, which is extended with the details
about the data processing time (time of the task created in the UTC format, time of
the task started in the UTC format, time of the task finished in the UTC format and

total irocessing time in seconds).
B s
< =)

Figure 6. Complete task representation in the Ul
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Finally, the end user can download the processing results by pressing the
download button shown in the Fig. 6.
The structure of the downloaded archive is shown in the Fig. 7.

input 4613760 4613760
output 9218880 9213880

Figure 7. Structure of the downloaded archive
The downloaded archive contains input folder with the initial raw blurred images
and the output folder with the processed images after deblurring process.

4. Results

The created processing pipeline for the automated data mining of the single
astronomical objects from the blurred CCD-frames works in combination with the
especially developed mathematical module for the intraframe processing of the
Lemur software in scope of the Collection Light Technology (CoLiTec) project
(https://colitec.space) [37].

The main specific functional features of the Lemur software are:

e processing images with the very wide FOV (<10 degrees?);
automated frame calibration [11];
cosmetic frame correction;
track-and-stack feature;
brightness equalization [26];
background alignment;
astronomical image filtering [38];
determining the contours of objects [39];
image recognition [21];
typical shape formation [29];

e detection of the moving objects (with near-zero, normal, fast apparent
motion) [40];

o fully automated robust method of the astrometric reduction;

o fully automated robust method of the photometric reduction [41];

e support of the multi-threaded processing;

e On-Line Data Analysis System (OLDAS) for managing the processing
pipeline at the different stages of processing;

o transferring of astronomical data with intermediate storage;

More extended details about the Lemur software and the CoLiTec project are
presented in these papers [42, 43] and research [44].

The high-level processing pipeline of the Lemur software with the developed
appropriate modules with implemented of the different mathematical methods and
algorithms is presented in the Fig. 8.
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Figure 8. The high-level processing pipeline of the Lemur software

The Lemur software in scope of the CoLiTec project was installed at the
different telescopes at the various observatories in Ukraine and around the world:

e OMT-800 and AZT-3 telescopes installed at the Odesa-Mayaky observatory
[45];

e SANTEL-400AN telescope installed at the ISON-NM observatory;

e ISON-Uzhgorod [46];
VNT and Celestron C11 telescopes installed at the Vihorlat Observatory

e PROMPT-8 telescope installed at Cerro Tololo observatory [47];

e NARIT (National Astronomical Research Institute of Thailand) [48];

e AZT8 and Takahashi BRC-250M telescopes.

All listed above telescopes installed at the observatories have the official
identifiers received from the Minor Planet Center (MPC)
(https://minorplanetcenter.net) — MPC code from the International Astronomical
Union (IAU) (https://iau.org).

Especially developed mathematical module in the Lemur software for the
intraframe processing, which is responsible for data mining of the single
astronomical objects from the blurred CCD-frames contains the following
mathematical methods and algorithms: high-frequency filtration method for the noise
reduction [38]; inverse median filtration method for the background alignment [41];
Lucy-Richardson algorithm for deblurring [10]. The Fig. 9 illustrates the
effectiveness of the proposed data mining pipeline in the context of astronomical
image processing. On the left side of the image, we see an example of a blurred
astronomical image, where stars appear as elongated streaks due to motion blur or
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atmospheric disturbances during the capture. This blurring effect can obscure
important details and hinder the analysis of celestial objects. On the right side of the
image, the same scene has been processed using the implemented pipeline.

Figure 9. Example of the input and output frames

Figure 10. Closer view of the input and output frames

The result is a significantly clearer image where the stars are now sharp points of
light, revealing more detailed and accurate representations of the astronomical scene
including reference stars [42].
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On the closer view of the provided raw blurred and processed frames this
difference is even more observable (see Fig. 10Error! Reference source not
found.).

5. Conclusions

This paper presents a sophisticated data mining pipeline designed for the
automated restoration and analysis of the single astronomical objects from the
blurred CCD frames. The research was conducted in scope of the CoLiTec
(Collection Light Technology) project.

The pipeline incorporates advanced methodologies, specifically the median filter
and the Lucy-Richardson algorithm, to effectively mitigate noise and deblur images,
thereby enhancing the quality of astronomical observations, which is very important
for the photometry tasks.

The median filter is crucial for noise reduction, particularly in mitigating
impulsive noise while preserving essential image details and edges. This pre-
processing step is fundamental in preparing images for subsequent deblurring.

The Lucy-Richardson algorithm then iteratively refines the deblurred images by
compensating for the blurring effects characterized by the PSF.

This combination ensures that the images are not only clearer but also retain
critical astronomical details necessary for accurate data analysis. Our pipeline is
embedded within a robust information system designed for high performance and
scalability, leveraging contemporary technologies such as Python, Redis, FastAPI,
React, Docker, and Caddy. This architectural design ensures the system's ability to
handle large volumes of data efficiently, addressing the common requirements in
astronomical research.

The effectiveness of the implemented pipeline is demonstrated through
significant improvements in image clarity, as illustrated in our results section.

The developed pipeline can be also used for the different automated monitoring
and visualization systems [49] to track the astronomical objects in real-time.

In conclusion, the developed pipeline offers a powerful solution to the challenges
posed by blurred astronomical images. By integrating efficient noise reduction and
deblurring techniques within a scalable system architecture and data stream
clustering [50], this work significantly advances the capabilities of automated data
mining [51] in astronomy.

Also, the results of our implementation with a higher quality will be useful in
application of the machine learning methods [52].

The results underscore the potential of this approach to improve the accuracy and
reliability of astronomical observations, thereby supporting more detailed and
precise astronomical research of the Solar System objects and even of the high-speed
aircraft and low-altitude mobile robots.
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Anomauia. I'nasa npucesuena ckiaoHOMY KOHBEEPY IHMENEKMYaIbHO20 AHANIZY
Oanux, Akull 0Oy8 po3pobreHull 01 BIOHOGIEHHA BUCOKOAKICHUX 300padiCeHb i3
po3mMumux — Kaopis, cmeopenux Kamepamu i3 sapaouum 36’sskom  (CCD).
Po3pobnenuti KoHeeep IHMENeKMYAIbHO20 AHANIZY OAHUX BUKOPUCMOBYE CYYACHI
iHghopmayiiini mexHono2ii oA 20pu3oHmanbHoi  ma 8EPMUKATILHOT
Mmacuwmabosanocmi. OCHOBHA Memo0on02is 06 '€OHye HACMYNHI MAMEMAMUYHI
Memoou ma aneopummu: Memoo 360pomHoi mediannol ginempayii 0 3MeHuweHHs
wiymy ma aneopumm Jhoci-Piuapocona ons 3menuienns po3mumms. 3eopomna
MedianHa Gintempayis eqheKmueHo 3MEHULYE IMNYTbCUSHULL WYM, 30epieaiouu Kpai, a
aneopumm Jlroci-Piuapocona imepamurHo NOKpawye 300padiceHHs, KOopueyoyu
epexmu  pozmummsi, 3axo0008ani 'y @yuryii posznogcioddicenns mouku (PSF).
3anpononosana cucmemHa apximexmypa KOHBeepa 00pooOKU ons
ABMOMAMU308AHO20 AHANIZY OAHUX OKPEMUX ACIPOHOMIYHUX 00 €KMi8 i3 pO3MUINUX
kaopie CCD euxopucmosye maxi cyuacni mexnonozii: mosa npoepamyeanns Python,
Redis, FastAPI, React, Docker i Caddy ons 3a6esneuenns sucokoi npodykmuenocmi,
Macuimabosanocmi ma npocmomu. poszeopmants. Taxutl KOMRJIeKCHUN NiOXio
3HAYHO NIOBUWYE MOYHICMb ACMPOHOMIYHUX CHOCMEPENCEHb, NOLESULYIOUU MOYHIULI
docnidoicenns HebecHux o00'ckmis. 3anponoHosanull KOHMEeEp GUPIULYE VHIKATbHI
npobremu 00poOKU ACMPOHOMIYHUX 300paAdCEHDb, NPONOHYIOUU HAOIIHE pilleHHs O
ABMOMAMU308AHO20 AHANIZY OAHUX OKPEeMUX ACPOHOMIUHUX 00 ‘ekmig. Tloconanns
ehekmuHux Memooie WYMO3A2TYUIeHHS Mad GUOANICHHS. POMUMMS, d MAKONC
Macumabosana ma BUCOKONPOOYKMUBHA apXimeKmypa cucmemu 3abe3neuyioms
KOMNIEKCHe SUPIUeHH sl npodieM, Wo SUHUKAIOMb N0 4ac 06po6Ku acmpoHOMIYHUX
300padiceis.

Kniouoei cnosa: inmenexmyanvnuii ananiz 0anux, agmomamuso8anull KOHEeEp,
macumabosamicms, 1133-kaop, acmpoHoMiyHe — 300padicenHs, — po3mume
300pasicents, 00poOKa 300padiceHb, AHANI3 300paAdCeHb, GUAGNEHHA 00 €Kmis,
¢yukyia posnodiny mouok, aneopumm Jlroci-Piuapocona, wymo3zaenyuienHs,
36opomnuil mediannuil pinemp, dexongontoyis, Python, Docker, FastAPI
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Abstract. The chapter is devoted to the usage of OpenAPIl specification in
distributed microservices-oriented information system for astronomical data
processing. A common goal of all scientific and technological algorithms and
methods is to automate as much as available processes without any human actions.
In general cases it can be done by the different astronomical distributed
microservices-oriented information system. In these pipelines the various data
mining and knowledge discovery in databases (KDD) tasks are used for speeding up
and optimizing the astronomical data processing. Suggested using of the OpenAPI
specification in a distributed microservices-oriented information system for
astronomical data processing significantly improves the system's interoperability,
scalability, and maintainability. The developed skeleton of the real example of
astronomical data-processing system is implemented using .Net Core framework and
C# programming language. Implementing Swagger in a microservices architecture
presents numerous benefits, significantly enhancing both the development and
maintenance phases of service-oriented applications. The developed skeleton and the
proposed approach will be useful for the different microservices-oriented
information system for astronomical data processing. It can be used for all kind of
processing astronomical images using the different mathematical methods and
algorithms implemented as a tool, module, or service. Another one good example of
application the proposed skeleton is a realization of the Virtual Observatory (VO)
concept or integration with CI/CD tools.

Keywords: Information system, client-server architecture, microservices-
oriented architecture, scalability, processing pipeline, data mining, knowledge
discovery in databases, astronomical observations, image processing, Solar System
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1. Introduction

The asteroid-comet hazard becomes a huge potential problem in the XXI century
[1], which can cause the global destructions, collisions with geostationary artificial
satellites [2], space debris, etc. To avoid such situation the humanity is continuously
developing and improving mathematical methods [3] and algorithms for the
astronomical scientific direction like an astronomical image processing and
computer vision [4], which includes the background alignment [5], brightness
equalization [6], astrometric reduction [7], photometric reduction [8], detection of
moving objects in series of frames, or even discovery of the Solar System objects
(SSOs) [9], like comets, asteroids [10], small planets, galaxies, stars, etc.

All astronomical scientific observations are created by the charge-coupled
device (CCD) [11] that are used as a main equipment in telescopes or any other
optical system at the observatories. Such astronomical scientific observations are
collected during the specified observational period of the investigated small celestial
SSOs [12], as well as the artificial satellites. After performing the series of
observations of the investigated SSOs it is required to analyze the results of
observation, which can include the period and shape of rotations determining of such
investigated SSOs. It means that there are a lot of astronomical big data and to
process it we need to apply the different approaches of the information technologies.

The astronomical scientific information is also can be collected from the
different historical clusters, archives, Virtual Observatories [13], data clouds,
astronomical astrometric and photometric catalogues [14], different servers and other
storages. A common goal of all scientific and technological algorithms and methods
is to automate as much as available processes without any human actions. In general
cases it can be done by the different astronomical scientific information systems. In
these information systems the various data mining [15] and knowledge discovery in
databases (KDD) [16] tasks are used for speeding up and optimizing the
astronomical data processing. In case if the astronomical scientific information
system is a very complex and consists of the different mathematical modules and
libraries it becomes distributed microservices-oriented information system for
astronomical data processing. Microservices, also known as the microservice
architecture, is an architectural style that structures an application as a collection of
loosely coupled services, each of which implement business capabilities. The
microservice architecture enables the continuous delivery and deployment of large,
complex information systems. It also enables an organization to evolve its
technology stack, scale and be more resilient with time. Microservice architecture
advocates for developing a single information system into a collection of loosely
associated services. These units also enable the continuous delivery and deployment
of large, monolithic information systems with minimal need for centralization.

As microservices architecture [17] continues to grow in popularity, the
complexity of managing multiple, interrelated services increases. Documentation
becomes essential not just for external users but also for internal developers who
need to understand the APIs provided by each service. That's where Swagger comes
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into play. Swagger, now known as the OpenAPI Specification, is a powerful tool for
describing, producing, consuming, and visualizing RESTful web services.

Swagger simplifies API development and maintenance by providing a language-
agnostic interface to REST APIs [18]. With Swagger, you can generate client
libraries, server stubs, and APl documentation that facilitates clear communication
amongst your development team and beyond. It ensures that all microservices speak
the same 'language’ when it comes to API endpoints, parameters, and data models.

This chapter aims to the analysis of main focuses and features of the OpenAPI
specification for the microservices-oriented information system development. Real
examples of astronomical data-processing system are implemented using .Net Core
framework and C# programming language, which is perfectly designed for the
developing of distributed microservices-oriented information system.

Section 2 presents the several technologies related to our work for solving of API
documentation task.

Section 3 elaborates the system architecture based on microservices architecture
style, presents the integration of Swagger OpenAPI specification in real microservice
implementation. Integrated data models for astronomical data-processing system are
also presented in this section as well as the result of execution is illustrated in it.
This section also aims to the discussions about advantages of the proposed usage of
OpenAPI specification in distributed microservices-oriented information system for
astronomical data processing.

Section 4 presents discussions panel with advantages and disadvantages, proc &
cons of the proposed components of the distributed microservices-oriented
information system for astronomical data processing and their analogues.

The chapter ends with a conclusion in section 4, which illustrates the conclusions
and outlines of the future work and research as well as possibilities for future
investigations and enhancements.

2. Literature review

Each SSO in a digital frame has a typical form of its image [19]. The common
methods for the image processing [20] and machine vision [21] are developed for
detection/recognition such images of SSOs and an estimation of their positional and
motion parameters [22]. Such methods are based on the analysis of only those pixels
that potentially belong to the investigated object. The disadvantages of such methods
are very low accuracies when the typical form of object has a different shape [23].

The methods for assessing the aperture brightness [24] of object’s images will
work only with a single image of each SSO. Any methods for the matched filtration
[25, 26] and high-frequency filtration [27], which are devoted to the improving the
quality of corrupted images are very resource consuming. The disadvantages of the
methods are the big complexity and low accuracy during the astronomical data
processing, when an object’s image has a several peaks of magnitude.

Methods for the Wavelet analysis [28] or even time series analysis [29] are not
so effective, because we do not have a big volume of the input data to be analyzed.
Also, the disadvantage of such algorithms is the corrupting of the general statistics
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and possibility to process only clear measurements without any deviations in the
typical form of image. Any methods for the deep learning and pattern recognition
[30, 31] also require a big amount of astronomical data for training. The problem of
such methods that astronomical image has a lot of artifacts, so there are a lot of false
objects are detected in series of frames. In this case to work with resource consuming
mathematical algorithms, methods, and modules, which implement them, the
distributed microservices-oriented information system architecture for astronomical
data processing is required. And OpenAPI specifications is a good approach for such
purposes. There are several alternatives to Swagger for implementing OpenAPI
specifications, each offering unique features and benefits that might be more suitable
depending on your specific requirements. Here are some notable alternatives
mentioned below. Postman is a versatile tool for API development and testing [32].
Postman enables automated testing, team collaboration, and integration with various
CI/CD tools. It also includes features like mock servers and interactive API
documentation, making it a comprehensive solution for managing the API lifecycle.
Author describes microservice architecture as a scalable method for designing and
implementing online applications. Due to their network-based nature, microservice
applications require testing within a network environment. Automating these tests
involves generating artificial network traffic, typically in the form of HTTP requests
to APIs such as REST APIs. These topics are explored from the perspectives of test
design and implementation, alongside key features of microservice architecture and
automated testing in general. The core of this thesis details the process of designing
and implementing a test automation framework for Intel Insight as well as an
automatic image storage and photogrammetry processing platform built as a
microservice system. The Stoplight platform excels in the areas of API design,
documentation, and governance [33]. It features a user-friendly interface for creating
API specifications with OpenAPl or RAML, and includes capabilities such as
interactive documentation, code generation, and APl governance tools. Notably,
Stoplight stands out for its strengths in visual API design and its integration with
development tools like GitHub and Jira. In the mentioned article author covers the
problem occurring during creation and maintaining of OpenAPI standards for REST
API testing. A special tool called Respector was introduced as a first technique to
employ static and symbolic program analysis to generate specifications for REST
APIs from their source code [34].

Provided experiments showed that Respector successfully detected numerous
missing endpoint methods, parameters, constraints, and responses, as well as
identified several discrepancies between developer-provided specifications and
actual APl implementations. Moreover, Respector outperformed other techniques
that deduce specifications from API annotations or by invoking the APIs. With the
rise of object-oriented languages and the portability of Java APls, the development
and utilization of reusable software components are becoming increasingly feasible
[35]. The effectiveness of component reuse relies heavily on the reliability of these
components, which is achieved through comprehensive testing. However, the
literature lacks practical approaches for generating inputs and verifying outputs for
the numerous test cases required. Author introduces the "Roast" tool and associated
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techniques for testing Java APIs. The practicality and effectiveness of these methods
are demonstrated using two complex components, with quantitative results provided
to validate the different approaches.

Each of these papers describes different strengths, whether it's in collaboration,
integration, interactive documentation, or APl management. Depending on the
astronomical project specific needs for astronomical data processing, one of these
alternatives might serve as a better fit than Swagger for implementing OpenAPI
specifications.

3. Distributed microservices-oriented information system for
astronomical data processing

Designing a HTTP API service related to astronomical data processing involves
creating endpoints that allow clients to interact with and retrieve data about celestial
objects, astronomical phenomena, and other relevant information. On the diagram
below high-level architecture of designed system is presented. It consists of multiple
architectural components including client applications, back-end APl aggregators
and domain microservices. Microservices provides multiple communication channels
including asynchronous and synchronous ways.

Synchronous communication channel is implemented via exposing HTTP APIs
for reading data model. Any data model is performed in asynchronous way via
message bus (RabbitMQ in a current case). Since data fetching is performed via
HTTP request, we can see the importance of OpenAPI and Swagger instrument.
Once data is updated via message broker in asynchronous way, Swagger allows to
access HTTP REST API in synchronous way by making a direct HTTP call to the
microservice accessing the data storage and checking its saved information. The
provided diagram in Fig. 1 illustrates a high-level architecture for an astronomy-
related system using microservices.
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Figure 1. High-level architecture for an astronomy-related system using
microservices
Here's a detailed description of each component and their interactions:
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1. Client Apps:

a. WebApp: A traditional web application interface that interacts with the API
Gateway.

b. WebSPA: A Single Page Application (SPA) that provides a more dynamic
user experience, also interacting with the API Gateway.

2. API Gateways / BFF (Backend for Frontend):

a. OcelotApiGw: Ocelot is an APl Gateway that handles requests from client
applications and routes them to the appropriate microservices. It provides
functionalities like authentication, authorization, request aggregation, and more.

b. Aggregator: This component aggregates data from multiple microservices
into a single response, optimizing the number of calls needed by client applications.

3. Microservices:

a. Distance.API: Handles operations related to astronomical distances. It uses
MongoDB for data storage, providing flexible and scalable storage of distance data.

b. Planets.APl: Manages data related to planets. It leverages Redis, an in-
memory data store, to enhance the speed of data access and caching.

c. Scattered.API: Likely deals with scattered objects in space such as asteroids
or comets. It uses PostgreSQL, a powerful, open-source relational database.

d. Space.API: Manages general space-related data. It relies on SQL Server, a
robust relational database system from Microsoft.

4. RabbitMQ as a message broker used for asynchronous communication
between microservices. It enables event-driven architecture, where services can
publish and subscribe to events without tight coupling.

5. Additional Components:

a. WebStatus (HealthChecks): A service that monitors the health status of
various microservices, ensuring they are running optimally. It can provide insights
into service uptime and performance.

b. gRPC: A high-performance, open-source RPC framework that can be used
for communication between microservices, offering advantages such as language-
agnosticism, low latency, and efficient data serialization.

c. Polly: A .NET resilience and transient-fault-handling library that allows
developers to express policies such as Retry, Circuit Breaker, Timeout, Bulkhead
Isolation, and Fallback.

d. ELK Stack (Elasticsearch, Logstash, Kibana): A set of tools for logging,
searching, and visualizing data:

i.  Elasticsearch: A search and analytics engine.
ii.  Logstash: A data processing pipeline that ingests data from multiple sources,
transforms it, and then sends it to a stash like Elasticsearch.
iii. Kibana: A visualization tool used to explore data stored in Elasticsearch,
providing graphical representations and dashboards.

6. Data Flow:

a. Client Interaction: Users interact with the WebApp or WebSPA, which
sends requests to the OcelotApiGw.

b. APl Gateway Routing: The APl Gateway routes these requests to the
appropriate microservice (Distance.API, Planets.API, Scattered.API, Space.API).
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c. Data Aggregation: For complex queries needing data from multiple sources,
the Aggregator compiles the necessary information.

d. Database Operations: Each microservice interacts with its respective
database (MongoDB, Redis, PostgreSQL, SQL Server) to perform CRUD
operations.

e. Asynchronous Communication: Microservices communicate
asynchronously through RabbitMQ, allowing for scalable and decoupled
architecture.

f. Health Monitoring: The WebStatus service continuously monitors the
health of all services.

g. Logging and Visualization: Logs and metrics are collected, processed, and
visualized using the ELK Stack, facilitating monitoring and debugging.

This architecture demonstrates a robust and scalable approach to managing an
astronomy-related system using microservices, an APl Gateway, asynchronous
communication, and comprehensive health monitoring and logging capabilities. It
leverages modern technologies to ensure high performance, resilience, and
maintainability. As we can mention from the diagram above, Microservices
represented by APl HTTP services provide OpenAPIl documentation by exposing
Swagger endpoints. The provided OpenAPI specification describes an API for an
astronomy-related service with several endpoints for managing and retrieving data
about distances, planets, scattered disks, space, and reference stars [36]. Below is a
detailed breakdown of each part of the specification. Specification provided using
OpenAPI Version: 3.0.1. Specification is implemented via open-source tool called
Swagger Ul and examples are provided below using that API tool.

The first section of the specification (/api/Distance) is related to astronomical
distance measurement. Existing HTTP endpoints accepts HTTP GET and POST
request to the service, allowing to enter a record regarding any distance as well as
fetch already existing information.

The OpenAPI specification can be found below:

e GET: Retrieves a list of distances.

o Tags: Distance

o Responses:

= 200: Success returns an array of Distance objects in text/plain,
application/json, or text/json formats.

e POST: Creates a new distance entry.

o Tags: Distance

o Request Body: Accepts a Distance object in application/json, text/json, or
application/*+json formats.

o Responses:

= 200: Success returns the created Distance object.

The Swagger specification (/api/Planets) is related to the planets in the universe
providing endpoints for accessing all the information including names, ordering and
planetary system. Existing contracts allows retrieve existing list of planets and record
a new planet entry which has been discovered recently.
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The OpenAPI specification can be found below:

e GET: Retrieves a list of planets.

o Tags: Planets

o Responses:

= 200: Success returns an array of strings representing planet names in
text/plain, application/json, or text/json formats.

e POST: Creates a new planet entry.

o Tags: Planets

o Request Body: Accepts a string in application/json, text/json, or
application/*+json formats.

o Responses:

= 200: Success

The scattered disk is a distant region of the Solar System that extends beyond the
orbit of Neptune. It is populated by a group of small icy bodies known as scattered
disk objects (SDOs). These objects have highly elliptical orbits that take them far
from the Sun at their aphelion (the point in their orbit farthest from the Sun) and
closer to the Sun at their perihelion (the point in their orbit closest to the Sun). Key
characteristics of the scattered disk include orbital characteristics, origins,
composition, known Objects.

Listed characteristics are covered by the OpenAPl specification
(/api/ScatteredDisk) listed below:

e GET: Retrieves a list of space-related objects.

o Tags: Space

o Responses:

= 200: Success returns an array of strings in text/plain, application/json, or
text/json formats.

e POST: Creates a new space entry.

o Tags: Space

o Request Body: Accepts a string in application/json, text/json, or
application/*+json formats.

o Responses:

= 200: Success

The Fig. 2 illustrates the effectiveness of Swagger usage in a context of
astronomical data processing. On the image below, we can see an example of
transforming OpenAPI JSON specification to user-friendly GUI via Swagger tool.

Data models define the structure of your data entities in C#. For an astronomy
API, these models represent celestial objects and their attributes. The purpose of the
following architecture component is to define domain model and main attributes are
required during the astronomical data processing. The following important attributes
should be defined inside the astronomical domain model of SSOs [37]: mass, radius,
identifier (name), etc.

Instances of these models are used throughout your application to represent and
manipulate data related to stars. The visual representation of the database models

143



ADVANCES
IN INFORMATION-CONTROL SYSTEMS AND TECHNOLOGIES

highlights the different structures and technologies used for each microservice. The
following diagram in Fig. 3 showcases these models.

The visual representation of the database models highlights the different
structures and technologies used for each microservice. The following diagram
showcases these models.

Astronomy @

Distance
Planets
ScatteredDisk
Space

Stars

fapifstars
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fapifstars/(id)

fapl/stars/[id}

Figure 2. Example of transforming OpenAPI JSON specification to user-friendly
GUI via Swagger tool
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Figure 3. Data models for an astronomy-related system using microservices
Distance.APl1 (MongoDB): A document collection with various fields for
distance data. This collection will store information about the distances between

144



ADVANCES
IN INFORMATION-CONTROL SYSTEMS AND TECHNOLOGIES

different astronomical objects. Each document will represent a specific distance
measurement, including the source and destination of the measurement, the distance
value, and the unit of measurement.
Distance JSON model is represented by NoSQL (Document-Oriented) Database.
Database collection is called Distances, and it includes following set of fields.
{
"distanceld": "60c72b2f4f1la4e3d5c8b4567",
"source": "Earth",
"destination": "Mars",
"distance": 0.52,
"unit": "AU"

Planets.APl (Redis): In-memory data structures for storing planet data. In
Redis, each planet will be stored as a hash where the key is a unique identifier for the
planet (e.g., planet:1) and the value is a hash containing various attributes of the
planet such as name, mass, radius, orbital period, distance from the sun, and
atmosphere composition. Redis is used here for its fast read and write operations,
which are beneficial for frequently accessed data.

Planets JSON model is represented by NoSQL (Key-Value storage) Database.
Since it is a key-value storage, data should be stored via single string by hashing or
serializing into JSON string.

"name": "Earth",
"mass": 5.972e24,
"radius"; 6371,

"orbitalPeriod": 365.25,
"distanceFromSun": 1.00,
"atmosphere™: ["Nitrogen”, "Oxygen", "Argon”, "Carbon Dioxide"]

}

Scattered.API (PostgreSQL): A relational table with fields for scattered object
data. This table will store data about scattered astronomical objects like asteroids and
comets. Each row represents an object with attributes including its 1D, name, type,
mass, radius, orbital period, and discovery date. PostgreSQL is chosen for its ACID
compliance and powerful querying capabilities.

Scattered objects are stored in relational SQL database with its unique identifier
as primary key for each scattered object and the list of related attributes.

CREATE TABLE ScatteredObjects (

objectld UUID PRIMARY KEY,
name VARCHAR(255),
type VARCHAR(50),
mass FLOAT,
radius FLOAT,
orbitalPeriod FLOAT,
discoveryDate DATE

);
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Space.APl (SQL Server): A relational table for space entity data with
comprehensive fields for detailed information. This table will store general
information about various space entities such as stars, galaxies, and nebulas. Each
row represents an entity with attributes including its ID, name, type, mass, radius,
distance from Earth, and a description. SQL Server is used here for its enterprise
features and robust performance.

Space SQL model is represented as relational database table as well with
corresponding primary attribute and the list of attributes assigned.

CREATE TABLE SpaceEntities (
entityld UNIQUEIDENTIFIER PRIMARY KEY,
name NVARCHAR(255),
type NVARCHAR(50),
mass FLOAT,
radius FLOAT,
distanceFromEarth FLOAT,
description NVARCHAR(MAX)

);

This architecture leverages the strengths of each database technology, ensuring
optimal performance, scalability, and flexibility for handling diverse data
requirements in an astronomy-related HTTP service.

A skeleton of the proposed OpenAPI specification in distributed microservices-
oriented information system for astronomical data processing was tested in scope of
the Lemur software of the Collection Light Technology (CoLiTec) project
(https://colitec.space) [38].

The specific modules and services related to the mathematical methods and
algorithms in the Lemur software are:

e automated frame calibration;
cosmetic frame correction;
track-and-stack feature;
brightness equalization;
background alignment [6];
astronomical image filtering [5, 27];
determining the contours of objects;
image recognition [30, 31];
typical shape formation [19];

e detection of the moving objects (with near-zero, normal, fast apparent
motion) [39];

o fully automated robust method of the astrometric reduction [7];

o fully automated robust method of the photometric reduction [40];

e support of the multi-threaded processing;

o transferring of astronomical data with intermediate storage;

More extended details about the Lemur software of the CoLiTec project are
presented in these papers [41, 42, 43] and research [44, 45].
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The example of JSON data implemented in scope of the distributed
microservices-oriented information system for astronomical data processing for the
Lemur software represents a response for an API that provides distance-related
information between celestial bodies mentioned below.

{

"origin": {
"name": "Earth",

"coordinates": {
"x": 0.0, "y": 0.0, "z": 0.0
}
}
"destination™: {
"name": "Mars",
"type": "Planet",
"coordinates": {
"x": 1.5, "y": 0.5, "z": 0.2
}
istance™: {
"unit"; "AU",
"value™: 1.52

}

¥

"iraveITime": {
"unit": "days",
"value": 300
}
"path™: [
{
"x": 0.0, "y": 0.0, "z": 0.0

3
{
""" 05, "y 0.2, "2" 0.1
3
{

"x": 1.0,
"y": 0.4,
"z":0.15

"x": 1.5,
y": 0.5,
"z'": 0.2
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"metadata": {
"requestTime™: "2024-06-18T12:34:56Z2",
"responseTime": "2024-06-18T12:34:57Z",
"service": "DistanceAPI"
}
}
Presented JSON structure contains following valued information:
e origin: Information about the starting point of the distance calculation,
including the name, type (e.g., planet, star), and coordinates in a 3D space.
e destination: Information about the endpoint of the distance calculation,
similar to the origin.
e distance: The calculated distance between the origin and destination, along
with the unit of measurement (e.g., Astronomical Units - AU).
e travelTime: An estimated travel time to cover the distance, along with the
unit of measurement (e.g., days).
e path: An array of coordinates representing the path taken from the origin to
the destination.
e metadata: Additional information about the API request, including the
request and response times and the name of the service that provided the data.
This JSON structure is designed to be comprehensive and can be extended
further based on the specific requirements and additional attributes that might be
relevant for the Distance API in a microservices architecture.

4. Discussions

Implementing Swagger in a microservices architecture presents numerous
benefits, significantly enhancing both the development and maintenance phases of
service-oriented applications. Swagger, as an open-source framework, facilitates the
design, build, documentation, and consumption of RESTful web services. Its ability
to generate interactive APl documentation from code annotations ensures that all
stakeholders have access to up-to-date and accurate API details, fostering better
communication and collaboration within development teams.

One of the primary advantages of using Swagger is the standardized
documentation it provides. This standardization ensures that each microservice
adheres to a consistent format, simplifying the understanding and usage of APIs
across different services. This consistency is crucial in a microservices architecture
where multiple services need to interact seamlessly, and developers might need to
work with various APIs concurrently.

Swagger's interactive documentation also enables developers to test APIs
directly from the documentation interface. This feature streamlines the development
and debugging process, allowing for quicker iterations and more efficient
troubleshooting. By providing a clear and interactive way to visualize and test API
endpoints, Swagger reduces the learning curve for new developers and enhances
productivity.
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Moreover, Swagger supports automated code generation for API clients in
various programming languages, which accelerates the development of client-side
applications and services. This automation minimizes manual coding errors and
ensures that client implementations are aligned with the API specifications, further
promoting consistency and reliability across the system.

In a microservices ecosystem, where services are often developed, deployed, and
scaled independently, maintaining up-to-date documentation can be challenging.
Swagger addresses this by integrating directly with the codebase, ensuring that any
changes to the API are automatically reflected in the documentation. This integration
is particularly beneficial for continuous integration and continuous deployment
(CI/CD) pipelines, ensuring that API changes are documented and tested throughout
the development lifecycle.

The use of Swagger also enhances API discoverability and usability. With a
well-documented API, internal and external developers can easily explore available
endpoints, understand input and output requirements, and integrate services more
effectively. This discoverability is crucial for fostering innovation and enabling
developers to leverage existing services to build new functionalities.

Furthermore, Swagger's support for API versioning ensures that changes and
updates to APIs can be managed without disrupting existing consumers. This
capability is essential in a microservices architecture, where different services and
clients might depend on different versions of the same API. By clearly documenting
versioned endpoints, Swagger helps maintain backward compatibility and smooth
transitions during updates.

Overall, using Swagger in a microservices architecture streamlines development
workflows, improves API quality, and enhances collaboration among teams. Its
comprehensive documentation, interactive features, and automation capabilities
make it an indispensable tool for managing complex service ecosystems. By
ensuring that APIs are well-documented, easily testable, and consistently
implemented, Swagger contributes to the robustness, scalability, and maintainability
of microservices-based applications. In conclusion, integrating Swagger into a
microservices architecture is a strategic decision that can significantly improve both
the development experience and the operational efficiency of service-oriented
systems.

The provided JSON representation of the astronomical data processing system
demonstrates an effective and structured approach to delivering essential
astronomical data within a microservices architecture. By encapsulating origin and
destination details, including their coordinates and types, the API offers precise and
comprehensive information about celestial bodies. The inclusion of distance
measurements in Astronomical Units (AU) ensures that the data is scientifically
relevant and usable for various astronomical calculations and analyses. Additionally,
the estimated travel time between the celestial bodies, expressed in days, provides
valuable insights for planning hypothetical space missions or understanding relative
distances in the cosmos.

The path array, which details the coordinates from the origin to the destination,
adds another layer of utility, potentially aiding in the visualization of the journey
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through space. This feature is particularly useful for educational tools, simulations,
and visual representations in applications that require a detailed trajectory of space
travel. Metadata encompassing request and response times, along with service
identification, enhances the API’s transparency and traceability. Such metadata is
crucial for monitoring and debugging purposes within a distributed system, ensuring
that the service remains reliable and maintainable.

In the context of a microservices architecture, this JSON structure exemplifies
how services can be designed to be modular and independently scalable, promoting
better resource utilization and simplified management. The use of well-defined
endpoints and clear data contracts makes the Distance API a robust component that
can seamlessly integrate with other microservices, such as those dealing with
planetary information or scattered disk objects.

This modular approach not only improves system resilience but also allows for
independent updates and scaling of individual services, enhancing overall system
performance and maintainability.

Moreover, the JSON structure's extensibility ensures that the APl can evolve
alongside the growing needs of its users, accommodating new data points and
features without disrupting existing functionality. This foresight in design supports
long-term sustainability and adaptability of the service. The detailed information
provided by the Distance API can serve various stakeholders, from researchers and
educators to space enthusiasts and developers, making it a versatile tool in the
domain of astronomy.

The structured data model aids in the creation of user-friendly interfaces and
intuitive visualizations, fostering greater engagement and understanding among
users. By adhering to best practices in APl design, such as clear naming conventions
and consistent data formats, the Distance API sets a standard for other services
within the microservices architecture. This consistency ensures a cohesive user
experience and simplifies the development process for new features and services.

5. Conclusions

We presented the usage of OpenAPI specification in distributed microservices-
oriented information system for astronomical data processing. A common goal of all
scientific and technological algorithms and methods is to automate as much as
available processes without any human actions.

In general cases it can be done by the different astronomical distributed
microservices-oriented information system. In these pipelines the various data
mining and knowledge discovery in databases tasks are used for speeding up and
optimizing the astronomical data processing. Suggested using of the OpenAPI
specification in a distributed microservices-oriented information system for
astronomical data processing significantly improves the system's interoperability,
scalability, and maintainability.

The developed skeleton of the real example of astronomical data-processing
system is implemented using .Net Core framework and C# programming language.
Implementing Swagger in a microservices architecture presents numerous benefits,
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significantly enhancing both the development and maintenance phases of service-
oriented applications.

The developed skeleton and the proposed approach will be useful for the
different microservices-oriented information system for astronomical data
processing. It can be used for all kind of processing astronomical images using the
different mathematical methods and algorithms implemented as a tool, module, or
service. Another one good example of application the proposed skeleton is a
realization of the Virtual Observatory (VO) concept.

The modern international astronomical astrometric and photometric catalogues
are available now in cloud, so any interactions with such data from them require
services integration for processing. The microservices-oriented architecture will be
also very helpful in the complex information systems for astronomical data
processing with integration of the Continuous Integration/Continuous Delivery
(CI/CD) principles.

The further research will be conducted on integrating proposed OpenAPI
specification in distributed microservices-oriented information system for
astronomical data processing in scope of the Lemur software of the Collection Light
Technology (CoLiTec) project [46].
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Anomauin.Po30in  npucesueno eukopucmannio cneyugicayii  OpenAPl ¢
PO3NOOINEHI  MIKPOCEPSIC-OPICHMOBaHIll  IHYOpMayiiniti  cucmemi  00pobKu
ACMPOHOMIMHUX OQHUX. 3A2AIbHA Mema 8CIX HAYKOGUX [ MEXHOIO2IUHUX ANCOPUMMIS
i Memooié — MAKCUMATbHO A8MOMAMU3Y8amu 00CMynHi npoyecu 6e3 6y0b-skux Oill
moOuHU. 'V 3a2anbmux 8uUNAoKax ye MOJICHA 3po6umu pizHUMU ACMPOHOMIYHUMU
PO3N0OINeHUMU MIKpOCep8icamu, OPIEHMOBAHUMY HA THpOpmayitini cucmemu. Y yux
KOHBeEpax pi3Hi 3a80aHHA IHMENEKMYAIbHO20 AHANI3Y OAHUX I BUABNIEHHS 3HAHL )
6azax oanux (KDD) suxopucmogyromucs 0l NPUCKOPEHHA 1l onmumizayii 06pooKu
ACMpoOHOMIYHUX Oanux. 3anpononogane suxopucmarnus cneyugixayii OpenAPI ¢
Po3noodinenitl ingopmayitiniti cucmemi, OpieHMOBAKI HA MIKpocepegicu, Ost 0OPoOKU
ACMPOHOMIMHUX OAHUX 3HAYHO NOKPAWYE CYMICHICMb, Macumabo8anicms i
3pyunicme 06cryeo8ysanns cucmemu. Po3pobnenuii ckenrem peanvhoco npuxiady
cucmemu 06pO6KU ACMPOHOMIYHUX OAHUX Peanizo8ano 3a 0ONOMO20I0 (PpetiMBOpKy
.Net Core ma moeu npoepamyeanns C#. Bnposadowcenus Swagger 6 apximexmypi
MIKpOcepgicie dae YucienHi nepegazil, 3HAYHO NOKPAWYIOUU emanu po3pooKu ma
obcnyeo8ysanns  cepgic-opienmoganux — npoepam.  Pospobnenmuil  cxkenem i
3anponoHo8anull nioxio 6yoymv KOPUCHI 05l PI3HUX MIKPOCEPBICHO-0PIEHMOBAHUX
ingpopmayitinux cucmem Ons 06pobxu acmponomivnux Oanux. Hozo moocna
suKopucmosysamu Oiis  6Cix 6u0i6 00pPOOKU ACMPOHOMIYHUX 300padicenb 34
00NOMO20I0 PI3HUX MAMEMAMUYHUX Memoodie | aneopummis, peanizo8aHux sK
incmpymenm, mooyav abo cepgic. Ille 0OHUM eapHuM RPUKIAOOM 3ACMOCYBAMHS
3anponoHoBan02o cKenema € peanizayis Konyenyii eipmyanvroi obcepsamopii (VO)
abo inmezpayis 3 incmpymenmamu CI/CD.

Knwuosi cnosa: ingopmayiiina cucmema, Kii€Hm-cepéepra apximexmypd,
MIKPOCEPBICHO-OPIEHMOBARA APXIMEKMYpa, MACUMabo8anicny, KOHGEEP 0OPoOK,
iHmeneKmyanbHull ananiz Oanux, 6IOKpUmMms 3HaHb y 6a3ax OAHUX, ACMPOHOMIYHI
cnocmepedicenns, 0bpobka 3006padicens, 06’ckmu Consunoi cucmemu, Swagger,
OpenAPI, REST API, JSON, .NET, C#, RabbitMQ
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Abstract. The chapter is devoted to the processing pipeline for data mining of the
primary orbits and discovery of the new Solar System objects using the CoLiTec
software and classical Vaisald method. The first step of a such processing pipeline is
performing the sequential astronomical observations and the classical astrometric
data reduction. It is implemented as a combination of the general mathematical
algorithms and methods for processing of the astronomical frames incapsulated in
the CoLiTec software. It contains the inverse median filter, astronomical calibration
with usage of the calibration master-frames (bias, dark, flat, dark-flat), detection of
the astronomical objects and its trajectories in series of frames and other very useful
and important features. After that the especial parameters of the object’s orbit (right
ascension and declination) are calculated at the certain time. When we receive at
least two observations of the same object under study at different moments, the
classic Vaiséla algorithm can be applied. For this, the primary orbit from the two
nearest observations is calculated. Then the geocentric rectangular coordinates and
the appropriate geocentric velocity components are computed. This give us an
opportunity for determining the Keplerian elements of orbit of the investigated
object at any time we are interested in. The developed algorithm is implemented as a
processing pipeline that includes a combination of the CoLiTec software and created
tool with encapsulation of the Vaisald method. The created processing pipeline for
data mining of the primary orbits and discovery of the new Solar System objects
using the CoLiTec software and classical Vaisala method is practically verified.
Using it a few new asteroids are first reported and a few lost small bodies of the
Solar System are found in the Kyiv comet station and the Odesa - Mayaky
observatory.

Keywords: Data mining, processing pipeline, astronomical observations,
CoL.iTec software, Vaisala method, image processing, image calibration, astrometric
reduction, photometric reduction, object detection, positional coordinates, orbit
determination, Solar System objects
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1. Introduction

The asteroid-comet hazard is a big potential problem in the XXI century. It leads
to the developing astronomical scientific direction like an image processing, which
includes the following algorithms for astrometric reduction [1], photometric
reduction [2], detection or even discovery of the Solar System objects [3], etc.

A common goal of all scientific and technological algorithms is to automate as
much as available processes without any human actions. In general cases it can be
done by the different astronomical scientific processing pipelines. In these pipelines
the various data mining [4] and knowledge discovery in databases (KDD) [5] tasks
are used for speeding up and optimizing the astronomical data processing.

The astronomical scientific information is collected from the different historical
archives, clusters, Virtual Observatories [6], clouds, astronomical astrometric and
photometric catalogues [7], different servers and other storages. Almost all
astronomical scientific observations are created by the charge-coupled device (CCD)
[8] and performed during the specified observational period of the investigated small
celestial objects of the Solar System (SSOs) [9] (like, comets or asteroids [10]), as
well as the artificial satellites [11]. After performing the series of observations of the
investigated SSOs it is required to analyze the results of observation, which can
include the period and shape of rotations determining of such investigated SSOs.

That is why it is required to create a mathematical method to determine a
primary orbit and discovery of the new Solar System objects using the CoLiTec
software and the classical Vaiséla method. Such a method gives a possibility for
estimating the geocentric rectangular positional coordinates of a SSO under study
with and calculating the different Keplerian elements of the SSO's orbit. At the same
time this algorithm can improve the conditional expectation of the correct discovery
[12] of the real SSOs. The Vaiséla algorithm is a very useful algorithm when used in
the different situations [13]. Its importance becomes noticeable with the particularly
short observation arcs, which are insufficient to confirm an exact orbit and predict a
position of the investigated small astronomical Solar System object during the next
week. This chapter aims to the analysis of main focuses and features of the
processing pipeline for data mining of the primary orbits and discovery of the new
Solar System objects using the CoLiTec software and classical VViséla method.

Section 2 presents the literature review with mentioning advantages and
disadvantages of the reviewed papers. Section 3 elaborates an architecture of the
processing pipeline for data mining of the primary orbits and discovery of the new
Solar System objects. Detailed description of steps of the processing pipeline are
also presented in this section as well as the description of the Vaisala algorithm. This
section also aims to the main features and advantages of the CoLiTec software for
the astronomical data processing purposes.

Section 4 presents the results received during processing astronomical data with
the different SSOs from the Kyiv comet station and the Odesa - Mayaky observatory.
Such results include identifiers of the new asteroids that were firstly discovered and
the lost SSOs that were found again and re-discovered. The chapter ends with a
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———————————————————————————————]
conclusion in section 5, which illustrates the conclusions and outlines of the future
work and research as well as possibilities for future investigations and
enhancements.

2. Literature review

Each Solar System object presented in a CCD-frame has a typical form of its
image [14]. The common methods for the image processing [15] are developed for
detection/recognition such images of SSOs and an estimation of their positional and
motion parameters [16]. Such methods are based on the analysis of only those pixels
that potentially belong to the investigated object. The disadvantages of such methods
are very low accuracies when the typical form of object has a different shape [17].

The methods for pixelization and segmentation by the aperture brightness [18]
will work only with a single image of each SSO. A method for the matched filtration
[19] uses a model of the object’s image, which is analytically determined. The
disadvantages of the methods above are the big complexity and low accuracy during
the processing, when an image has a several peaks of magnitude. Methods for the
Wavelet analysis [20] or even time series analysis [21] are not so effective, because
we do not have a big volume of the input data to be analyzed. Also, the disadvantage
of such algorithms is the corrupting of the general statistics and possibility to process
only clear measurements without any deviations in the typical form of image.

The methods for assessing the aperture brightness [22] of object’s images will
work only with a single image of each SSO. Any methods for the matched filtration
[23] and high-frequency filtration [24], which are devoted to the improving the
quality of corrupted images are very resource consuming. The disadvantages of the
methods are the big complexity and low accuracy during the astronomical data
processing, when an object’s image has a several peaks of magnitude.

Computer vision methods [25] have the main disadvantage that they are not able
to provide the required level of processing speed using standard libraries. Classical
methods for object image recognition [26, 27] require analysis of all pixels of
potential objects to determine their typical shape. This also significantly affects
processing time. In the case of heterogeneity of the standard typical shape or form,
objects become confused, and this, in turn, increases the processing time of both the
strobe with the image of the object and the entire frame. Methods for estimating of
the image parameters [28, 29] are based on the analysis of only those pixels that
potentially belong to the Solar System object under study. Their disadvantage is the
inability to determine specific pixels and reject those whose intensity exceeds a
specified limit value initially accurately. Because of this, the processing time of each
frame increases. The authors of [30] use automatic selection of a reference point as
preprocessing to select calibration frames. This algorithm requires quite a lot of
execution time because it involves first analyzing the image to find reference points.
Next, these points are identified with astronomical catalogs to obtain coordinates on
the celestial sphere. After this, the telescope is pointed at the coordinates of the
desired area of the sky and takes calibration frames. This entire algorithm requires
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the coherence of all systems, including the automated telescope mount. At the same
time, if there are artifacts in the images, these control points may be false, this leads
to an increase in processing time (to search for new control points), or even the
impossibility of executing the algorithm. The median pooling algorithm [31]
proposes to accumulate a large number of frames for pre-calibration to get rid of real
objects, leaving only a uniform background signal. The disadvantage of this
approach is the fact that the formation and use of data arrays for each such image
requires huge volume of RAM. Any methods for the machine learning [32] and
pattern recognition [33] also require a big amount of astronomical data for training.
The problem of such methods that astronomical image has a lot of artifacts, so there
are a lot of false objects are detected in series of frames.

3. Data mining of the primary orbits of the Solar System objects

Astronomical image calibration is a critical process in astrophotography and
observational astronomy [34]. These calibration frames are used to correct different
imperfections and artifacts introduced during the image acquisition process, ensuring
the accuracy and quality of the final images:

e Bias Frames. Bias frames capture the electronic signal present in the camera
sensor when no light is allowed to enter the telescope. They record the baseline
electronic offset or zero signal level of the sensor. Bias frames help correct for the
sensor's inherent electronic noise, such as readout noise and amplifier offsets;

o Dark Frames. Dark frames are images taken with the telescope or camera
covered, capturing the thermal signal produced by the sensor itself. This signal is a
result of heat generating random electronic noise in the detector. Dark frames help in
correcting thermal noise, hot pixels, and other sensor-specific imperfections;

o Flat Frames. Flat frames are images of a uniformly illuminated surface or a
blank, evenly illuminated part of the sky. They are used to correct for variations in
sensitivity across the camera sensor, as well as for dust specks or imperfections in
the optical system. Flat frames help to normalize the pixel-to-pixel sensitivity
differences in the sensor and remove any vignetting or dust shadows.

The calibration process involves the following steps:

1. Acquisition: Bias, dark, and flat frames are captured under specific
conditions matching the settings used for the actual astrophotography session. It's
important to ensure that the exposure times and temperatures match those of the light
frames (images of celestial objects).

2. Subtraction: The bias frame is subtracted from all the frames (light, dark,
and flat) to remove the electronic offset and noise present in the images.

3. Dark Subtraction: Dark frames are subtracted from the light frames to
eliminate the thermal signal caused by the camera sensor's temperature during image
acquisition.

4. Flat Fielding: Flat frames are used to normalize the response of the sensor.
Light frames are divided by the normalized flat frames to correct variations in pixel
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sensitivity and eliminate artifacts caused by dust, vignetting, or optical
imperfections.

5. Post-Processing: Once the calibration process is completed, further image
processing techniques, such as stacking, alignment, and color calibration, are often
applied to enhance the final image quality.

Calibrating images with bias, dark, and flat frames is crucial in producing high-
quality astrophotographs and ensuring accurate scientific analysis by removing
unwanted noise and artifacts introduced during the imaging process.

In the developed algorithm we performed the different actions for the
astronomical data calibration, like calibration dark frames subtracting, calibration
bias frames subtracting and calibration flat frames fielding/dividing [35].

Every astronomical observation of the investigated astronomical object provides
the topocentric directions to it:

X, =-G, cosg, cosd,,
Y, =—G, cos¢. sing,, (1)
Z, =-G,sing,

where a coefficient G and a local sidereal time (6) are calculated by the following

equations:
a,

i = < +H;,
JL-(27 - 1?)sin g,
2 2
o (l_f) a. +H, ()
2i \/1—(2f—f2)3in2(pi i
do
‘9i =990+E(ti _t0)+;l’Ei’ (3)

where @i, AEi are the geodetic latitude and longitude of the observer;
Hi is the altitude of the observer;
Earth ellipsoid model recommended by the IERS [36];
semi-major axis (aE) of 6378171.364331512 m;
inverse of polar flattening (1/f) of 297.7736994668283;
0g0 is Greenwich Mean Sidereal Time (GMST).
After astrometric reduction to the Earth center, we received the right ascension
(0i) (RA) and declination (di) (DE) for the current time (ti).
This gives us a possibility to create a system of connection equations:
P, COS¢r; COS O, = X, + X;,
pSing, coso, =y, +Y,, 4)
psing, =z,+7,,
where Xi, Yi, Zi are rectangular geocentric equatorial coordinates of the Sun;
Xi, Vi, Zi are rectangular heliocentric equatorial coordinates of an investigated
astronomical object.
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The geocentric coordinates of the Sun can be taken from the Solar System
model. And the geocentric distances (pi) and heliocentric coordinates (xi, yi, zi) of an
investigated astronomical are unknown in system 4. General representation of the
Vaisdla algorithm requires the 2 nearest astronomical observations of the same
investigated object at times t1 and t2. So, we can calculate the primary orbit from
such two observations using a set of the following parameters (t1, a1, d1, t2, a2, d2).

To calculate the geocentric rectangular coordinates of an investigated object we
can use the following system of equations:

X, =A,C0sa, + X,,
Y, =A,sina, +Y,, (5)
z,=A,tano, +7Z,,

where A2 =2, C0S%;

To calculate the geocentric velocity components of an object we can use the
following system:

A, cosa, — F X, + X,
X, = ,
G,
_Ajsing, —FRy,+Y,
2 a : (©)
;= A tano, —Fz,+2Z,
2 Gl '
A = Fr,+ X x +Y,y,+Z,2,
Y x,cosa, +Y,sina, +27,tan g,
Flzl—Az'Z,G1 =7 —B7?, (7
3
r A
A=— B=—,
2 3

where © = k (tl 7t2) is a time interval between two nearest observations;
k is a gravitation constant.

The determined parameters {IE'J'E'ZE'IE'J'E'ZE} will be used for calculation

the Keplerian elements of the orbit of an investigated object at a time ta.

An architecture of a processing pipeline for data mining of the primary orbits and
discovery of the new Solar System objects using the CoLiTec software and classical
Vaisédla method is presented in Fig. 1. Such method contains the next steps:

1. Perform the observations of the investigated SSOs.

2. Perform the classic data reduction process using the calibration bias, flat, and
dark CCD frames.

3. Perform the astrometric reduction of the investigated SSOs using the
CoLiTec software.
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4. Calculation of a primary orbit of the investigated SSOs by the Véiséla
algorithm implemented as a tool.

5. Repeat the astronomical observations of the investigated SSOs to confirm a
discovery of the new SSOs.

Observations:
monitoring observations of small
bodies of the Solar System

ColLiTec software:
Standard data as and
. —-
reduction:
bias, dark, flat
det v of the primary
orbit of mall bodies

to confinm the dis

Figure 1. Architecture of a processing pipeline for data mining of the primary orbits
and discovery of the new Solar System objects using the CoLiTec software and
classical Vaisala method

4. Results

The created algorithm to determine a primary orbit and discoveries of the SSOs
using the Vadisala algorithm works in combination with the CoLiTec software
(https://colitec.space) [37]. The specific functional features related to the
mathematical method for determining the primary orbits and discovery of asteroids
in the CoLiTec software are:
processing images with the very wide FOV (<10 degrees?);
automated frame calibration [9];
cosmetic frame correction;
track-and-stack feature;
brightness equalization [2];
background alignment;
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astronomical image filtering [26];
determining the contours of objects [38];
image recognition [33];
typical shape formation [14];

e detection of the moving objects (with near-zero, normal, fast apparent
motion) [39];

o fully automated robust method of the astrometric reduction;

o fully automated robust method of the photometric reduction [23];

e support of the multi-threaded processing;

e On-Line Data Analysis System (OLDAS) for managing the processing
pipeline;

o transferring of astronomical data with intermediate storage.

More extended details about the CoLiTec software are presented in these papers
[40, 41, 42] and research [43]. The high-level processing pipeline with the developed
modules and implemented methods of the CoLiTec software is presented in the Fig.

2.
/0 .
. Stellar
Serie of interface catalogue Internet
frames

19 Module for

mea measurements identification

ident

Module for
intraframe processing .
Module for internal Frames viewer LookSky
catalog formation
MPC
Moasurements Module for equatorial report
and apparent
brightness evaluation
Module for Visual
measurements distribution Module for slow inspection
objects detection of results
- Slow
Q, ﬂ(\ Ql?{) Qe N0 Q) objects —_—
e g Module for fast Fast N MPC
objects detection objects checker
Moving

moving objects detection
Control &
monitoring Module for moving
center Module for amplitude-

Figure 2. The high-level processing pipeline of the CoLiTec software

The CoLiTec software is installed at the different telescopes at the various
observatories in Ukraine and around the world:

e OMT-800 and AZT-3 telescopes installed at the Odesa-Mayaky observatory
[44];

e SANTEL-400AN telescope installed at the ISON-NM observatory;

e ISON-Uzhgorod [45];

e VNT and Celestron C11 telescopes installed at the Vihorlat Observatory

e PROMPT-8 telescope installed at Cerro Tololo observatory [46];
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e NARIT (National Astronomical Research Institute of Thailand) [47];

e AZT8 and Takahashi BRC-250M telescopes.

All listed above telescopes installed at the observatories have the official
identifiers received from the Minor Planet Center (MPC)
(https://minorplanetcenter.net) — MPC code from the International Astronomical
Union (IAU) (https://iau.org).

Astronomical observations were made on the OMT-800 telescope installed at the
Mayaky observational station of the Astronomical Observatory of the Odesa I. I.
Mechnykov National University.

The official MPC code of the Odesa-Mayaky station is 583 (see Fig. 3)
(https://iwww.minorplanetcenter.net/iau/lists/ObsCodesF.html):

Code Long. cos sin Name

586 15.4936 e.68242 +0.72862 Graz

581 22.80 ©.830 -0.556 Sedgefield

582 1.2408 ©.61682 +8.78447 Orwell Park

BE83 30.2717 ©.69087 +©.72056 Odesa-Mayaky]|

584 30.2946 ©.50213 +0.86189 Leningrad

585 30.52462 ©0.640067 +©.765748 Kyiv comet station
586 ©.1423 ©.73358 +0©.67799 Pic du Midia

587 9.22918 ©.697459 +©.714479 Sormano

588 11.25 ©.715 +0.697 Eremo di Tizzano
589 12.64369 ©6.738223 +0.672386 Santa uc Stroncon
590 7.46 @.678 +@.734 Metzerlen

Figure 3. The official MPC codes of the Odesa-Mayaky observatory

The 0.8-m main hyperbolic mirror is installed at the OMT-800 telescope and has
a useful focus ratio as f = 1/2.7. The FLI ML09000 CCD-camera is used as an image
CCD-detector along with a 4-lens field corrector for a primary focus, which allows
receiving the field of view (FOV) as 58.6'x58.6" and the scale of image as 1.15
arcseconds per pixel. The real photography of the OMT-800 telescope is presented in
Fig. 4. During the astronomical observations at the OMT-800 telescope and research
after processing the results, the next lost SSOs were found again:

e 2012 FN61 = 2010 VP219 (MPS 441842);

« 2017 AB8 =2014 OD380 (MPS 525811).

Figure 4. The real photography of the OMT-800 telescope
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Astronomical observations were made on the AZT-8 telescope installed at the
Kyiv comet station of the “Lisnyky” observational station of the Taras Shevchenko
National University of Kyiv. The official MPC code of the Kyiv comet station is 585
(see Fig. 5) (https://www.minorplanetcenter.net/iau/lists/fObsCodesF.html):

Code Long. cos sin Name
580 15.4936 .68242 +0.72862 Graz
581 22.80 .830 -0.556 Sedgefield

582 1.248a8
583 30.2717
584 30.2946
E85 30.52462
586 ©.1423
587 9.22918

.61682 +8.78447 Orwell Park

.69087 +0.72056 Odesa-Mayaky
.5213 +0.86189 Leningrad

.640067 +0.765748 Kyiv comet station|
.73358 +0©.67799 Pic du Midi
.697459 +6.714479 Sormano

[CRORORCRW G ORCEVE VRN

S88 11.25 .715 +@.697 Eremo di Tizzano
589 12.64369 .738223 +©8.672386 Santa Lucia Stroncone
590 7 .46 .678 +0.734 Metzerlen

Figure 5: The official MPC codes of the Kyiv comet station
The installed AZT-8 telescope is a telescope-reflector. The FLI PL4710 CCD-
camera (63.5 mm) was used as an image CCD-detector, which allows receiving the
FOV as 16.2'x16.7" and the scale of image as 0.948 arcseconds per pixel.
The real photography of the AZT-8 telescope is presented in Fig. 6.

Figure 6. The real photography of the AZT-8 telescope

Figure 7. The detected astronomical object #3548
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During the astronomical observations on the Kyiv comet station and research
after processing the results, the new asteroid 2017 SV39 (MPS 828365) was firstly
discovered and the next lost SSOs were found again:

e (536266) = 2007 HU101 = 2015 CX48 = 2017 ST39 (MPS 891037);

e (540584) = 2000 WN134 = 2007 XY37 = 2010 RD162 = 2015 DH168 =
2017 TS7 (MPS 23003).

Table 2
The main parameters of the detected astronomical object #3548
Parameter Value
Epoch (Julian date) 2460400.5
Perihelion (Julian date) 2459673.41574
Argument of perihelion (°) 27.92959
Ascending node (°) 43.54101
Inclination (°) 8.05416
Eccentricity 0.0912182
Perihelion distance (AU) 4.7350370
Tisserand w.r.t. Jupiter 3.0
Semimajor axis (AU) 5.2103122
Mean anomaly (°) 60.25501
Mean daily motion (°/day) 0.08287210
Aphelion distance (AU) 5.686
Period (years) 11.89
P-vector [x] 0.32097397
P-vector [y] 0.84074355
P-vector [z] 0.43603439
Q-vector [x] -0.94215715
Q-vector [y] 0.23653103
Q-vector [7] 0.23747207
Absolute magnitude 9.83
Phase slope 0.15

There are different examples of the discovered objects by the Odesa-Mayaky
observatory (MPC code is 583) are presented below.

The detected astronomical object #3548 is presented in Fig. 7.

The main parameters of the detected astronomical object #3548 (orbit type:
Jupiter Trojan) are presented in Table 1. All such parameters were received from the
official MPC web-site — https://www.minorplanetcenter.net/db_search/show_
object?utf8=%E2%9C%93&o0bject_id=3548.

The observation details of the detected astronomical object #3548 by the Odesa-
Mayaky observatory (MPC code is 583) are presented in Fig. 8 below.

The new detected asteroid 2017 QX33 (MPS 813479) is presented in Fig. 9.
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Date (UT) 12000 RA 12000 Dec Magn Location qef
2621 11 15.271637 @3 43 88.51 +22 14 11.9 16.17 6 G%6 - Mt Lemmon Survey MPS 1513473
2821 11 15.277285 @3 43 88.31 +22 14 11.6 16.18 G G% - Mt Lemmon Survey MPS 1513473
2811 11 21.85@44 @3 39 @B.35 +22 @B 16,5  15.7 R 583 - Ddesa-Mayaky MPS 1518978
2621 11 21.B5692 @3 39 8B.18 +22 @B 16.1 15.7 R 583 - Odesa-Mayaky MPS 1518978
2821 11 21.86348 93 39 B7.86 +22 @8 15.8 15,7 R 583 - Odesa-Mayaky RS 1518973
2021 11 21.86983 @3 39 87.63 +22 @B 15.4  15.7 R 583 - Ddesa-Mayaky MPS 1518978
2821 11 21.B7637 @3 39 87.38 +22 @B 15.8  15.7 R 583 - Odesa-Mayaky MPS 1518978
2821 11 21.83185 @3 39 @7.15 +22 @8 14.7  15.7 R 583 - Ddesa-Mayaky MPS 1518978
2621 11 21.B9581 @3 39 @6.65 +22 @B 14.8  15.7 R 583 - Ddesa-Mayaky MPS 1518978
2821 11 23.446978 93 38 18.11 +12 86 43.3 15.96 o T08 - ATLAS-MLO, Mauna Loa MPS 1518978
2021 11 23.451328 93 38 20.94 +22 @6 43,1 15.93 o TO8 - ATLAS-MLO, Mauna Lea MPS 1518978
2821 11 23.453731 @3 38 80.855 +22 @6 42,83 15.85 1 F52 - Pan-5TARRS 2, Haleakalz MPS 1518978

Figure 8. The observation details of the detected astronomical object #3548 by the
Odesa-Mayaky observatory

Figure 9. The new detected asteroid 2017 QX33 (MPS 813479)

The main parameters of the new detected asteroid 2017 QX33 (orbit type: Jupiter
Trojan) are presented in Table 2.

All such parameters were received from the official MPC web-site —
https://www.minorplanetcenter.net/db_search/show_object?utf8=%E2%9C%93&0obj
ect_id=2017+QX33.
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Table 2

The main parameters of the new detected asteroid 2017 QX33
Parameter Value
Epoch (Julian date) 2460400.5
Perihelion (Julian date) 2459294.27298
Argument of perihelion (°) 173.50876
Ascending node (°) 193.83235
Inclination (°) 7.66939
Eccentricity 0.2957998
Perihelion distance (AU) 1.6009058
Tisserand w.r.t. Jupiter 35
Semimajor axis (AU) 2.2733673
Mean anomaly (°) 318.08555
Mean daily motion (°/day) 0.28754090
Aphelion distance (AU) 2.946
Period (years) 3.43
P-vector [x] 0.99156124
P-vector [y] 0.11213188
P-vector [z] 0.06505954
Q-vector [X] -0.12565127
Q-vector [y] 0.95478909
Q-vector [7] 0.26942450
Absolute magnitude 18.58
Phase slope 0.15

The observation details of the new detected asteroid 2017 QX33 by the Odesa-
Mayaky observatory (MPC code is 583) are presented in Fig. 10 below.

2017 QX33

Initial reported observation by|Odesa-Mayzkyjen 2017-08-25.

Date (UT)

12000 RA J2000 Dec

2017 @7 19.6@683 13 @8 22.05% +07 14 27.7e

Magn
28.3 w F31-Pan-STARRS 1,

Location
Haleakala

et
MPS 1849847

2017 88 25.98477 23 11 ©3.83 +86 26 26.1
2917 @8 25.91872 13 11 83.64 +B5 26 28.5

2017 88 215.93113 23 11 @3.41 +86 16 15.2

19.2 583 - Odesa-Mayaky
18.9 583 - Odesa-Mayaky

19.7 583 = Odesa-Mavyaky

MPS 813479

MP5S B13479

MPS 813479

2917 @8 28.67447 23 18 52.31 +86 2@ 34.8

2017 88 25.68861 73 18 52.83 +8% 28 28.4

2017 @8 26.78276 I3 1@ 51.75 +86 2@ 21.3

2917 ©8 19.45836 I3 18 94.96 +@5 57 83.3

2017 @8 19.46638 13 1@ 94.75
2817 B8 29.474B4 I3 18 84.55

2817 eB 29.4B254 I3 18 84.42

19,4 R D29 - Purple Mounta
19,1 R D29 - Purple Mounta

19.6 R D29 - Purple Mounta

In Chservatory, XuYi Statlon
in Cbservatory, XuYi Statian

in Ohservatory, XuYi Station

19.2 o TO3 - ATLAS-HKO, Haleakala

19.1 o T05 - ATLAS-HKO. Haleakala

19.1 o TO5 - ATLAS-HKO, Haleakala

18.9 o TOS - ATLAS-HKO, Haleakala

MPS 813479

MP5 813473

MPS 8134782

MPS 8134785

MPS 813479

MPS 813479

MPS B13479

2017 ©8 39.81831 13 @& 54.28 +05 51 57.4
2917 98 3@.@3588 213 @9 53.83 485 51 45.8

2017 @8 39.985153 23 @9 53.49 +85 51 38.6

18.9 582 - Odesa-Mayaky
19,3 533 - Odesa-Mayaky

19.3 581 - Odesa-Mayaky

MPS 813478

MPS 813479

MP5 813479

2017 88 31.44894 73 @9 26.97 +8% 38 31.2

Figure 10. The observation details of the new detected asteroid 2017 QX33 by the
Odesa-Mayaky observatory

19.8 o TDB - ATLAS-MLO, Mauna Loa
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The detected astronomical object #21900 is presented in Fig. 11.

Figure 11. The detected astronomical object #21900
The main parameters of the detected astronomical object #21900 (orbit type:
Jupiter Trojan) are presented in Table 3.
All such parameters were received from the official MPC web-site —
https://www.minorplanetcenter.net/db_search/show_object?utf8=%E2%9C%93&obj
ect_id=21900.

Table 3
The main parameters of the detected astronomical object #21900
Parameter Value
Epoch (Julian date) 2460400.5
Perihelion (Julian date) 2460053.88476
Argument of perihelion (°) 182.13714
Ascending node (°) 258.55425
Inclination (°) 8.46880
Eccentricity 0.0376942
Perihelion distance (AU) 4.9306527
Tisserand w.r.t. Jupiter 3.0
Semimajor axis (AU) 5.1237899
Mean anomaly (°) 29.45537
Mean daily motion (°/day) 0.08498000
Aphelion distance (AU) 5.317
Period (years) 11.6
P-vector [x] 0.16215070
P-vector [y] 0.90751066
P-vector [Z] 0.38746814
Q-vector [x] -0.97615189
Q-vector [y] 0.20496114
Q-vector [z] -0.07154318
Absolute magnitude 10.06
Phase slope 0.15
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The observation details of the detected astronomical object #21900 by the
Odesa-Mayaky observatory (MPC code is 583) are presented in Fig. 12 below.

Date (UT) 12000 RA 12000 Dec Magn Location Ref
2021 1@ 16.380259 @1 51 43.96 +19 49 30.3 16.62 G G96 - Mt. Lemmon Survey MPS 1458408
2021 1@ 16.385973 @1 51 43.77 +19 49 29.3 16.64 G G96 - Mt Lemmon Survey MPS 1498488
2021 18 16.386116 @1 51 43.87 +19 49 25.7 16.47 o TOS5 - ATLAS-HKO, Haleakala MPS 1499408
2021 1@ 16.39167@ 1 51 43.59 +19 49 28.2 16.66 G (96 - Mt Lemmon Survey MPS 1490488
2821 18 16.392126 91 51 43.68 +19 43 28.6 16.4% o TOS5 - ATLAS-HKO, Haleakala MPS 1499408
2021 1@ 16.397352 @1 51 43.41 +19 49 27.2 16.66 G G96 - Mt. Lemmon Survey MPS 1490408
2021 18 17.82575 @1 50 59,88 +19 44 51,7  16.7 R 583 - Odesa-Mayaky MPS 2132569
2021 1@ 17.82943 01 58 58.96 +19 44 51.3  16.8 R 583 - Odesa-Mayaky MPS 2132569
2021 12 17.83681 €1 58 58.75 +19 44 49.5  16.7 R 583 - Odesa-Mayaky HPS 2132569
2021 18 17.84049 901 50 58.61 +19 44 48.4  16.7 R 583 - Odesa-Mayaky MPS 2132569
2821 10 17.84425 @1 50 58.51 +19 44 48.1 16.7 R 583 - Odesa-Mayaky MPS 2132569
2021 18 17.84792 901 50 58,38 +19 44 47.2  16.6 R 583 - Odesa-Mayaky MPS 2132569
2821 10 17.8516@ @1 50 58.22 +19 44 46.5 16.6 R 583 - Odesa-Mayaky MPS 2132569
2021 1@ 17.85542 01 50 58.88 +19 44 46.1  16.7 R 583 - Odesa-Mayaky MPS 2132589
2021 1@ 17.859180 @1 56 58.82 +19 44 45.3  16.9 R 583 - Odesa-Mayaky MPS 2132569
2021 1@ 18.446572 @1 50 39.61 +19 42 51.4 16.64 o TO8 - ATLAS-MLO, Mauna Loa MPS 1498408
2e21 1@ 18.452573 @1 50 39.43 +19 42 58.3 16.73 o TO8 - ATLAS-MLO, Mauna Loa MPS 1498488
2021 1@ 18.461606 01 58 39.16 +19 42 48.5 16.57 o TO3 - ATLAS-MLO, Mauna Loa MPS 1490488
2021 18 18.464113 91 58 39.@5 +19 42 47.9 16.69 o TO8 - ATLAS-MLO, Mauna Loa MPS 1499488
2021 1@ 24.459891 @1 47 30.77@ +19 22 15.84 16.33 i F52 - Pan-STARRS 2, Haleakala MPS 1492531
2021 18 24.472773 01 47 38.351 +19 22 13.83 16.29 i F52- Pan-STARRS 2, Haleakala MPS 1492531
2021 1@ 24.48581@ @1 47 29.932 +19 22 18.21 16.32 i F52- Pan-STARRS 2, Haleakala MPS 1492531
2021 1@ 24.498698 91 47 29.516 +19 22 @7.45 16.33 i F52 - Pan-STARRS 2, Haleakala MPS 1492531

Figure 12. The observation details of the detected astronomical object #21900 by
the Odesa-Mayaky observatory

5. Conclusions

We present a processing pipeline for data mining of the primary orbits and
discovery of the new Solar System objects using the CoLiTec software and classical
Véisal4d method. The literature review showed the benefits and disadvantages of the
existing methods and algorithms. So, we made a decision to improve such algorithms
for the better accuracy and quality of detection of the new or lost SSOs.

The first step of such computational algorithm is to perform the observations and
the standard data reduction. It was performed in scope of the common mathematical
methods for the astronomical image processing and numeric analysis implemented in
the CoLiTec software. It includes inverse median filtration, calibration using the
master frames, object detection, etc. Then the orbit parameters, like the right
ascension and declination, were determined for a certain moment. After receiving the
two observations of an investigated object at different times, the classic Vaiséla
method is applied. The created algorithm is implemented as a processing pipeline
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that contains a cooperation between the CoLiTec software pipeline and a special
implemented plugin based on the general Vaiséla algorithm. Such a plugin is
realized as a console application based on the programming language Delphi. The
created mathematical method was verified in practice based on the classical
mathematical models and fuzzy clustering data arrays with omitted observations as
well as statistical modeling [48]. With help of the developed processing pipeline, the
several new SSOs (Main-belt asteroid 2017 AB8 (2014 OD380), Mars-crossing
asteroid 2017 QX33, Main-belt asteroid 2017 RV12) were firstly discovered and
some of the lost SSOs were found again during the astronomical observations at the
Kyiv comet station and the Odesa-Mayaky observatory [49].

The further research will be conducted on processing newly created series of
CCD frames with the astronomical SSOs by the new Lemur software of the
Collection Light Technology (CoLiTec) project [50].
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Anomauin. Po30in npuceaueHo KOH8eEpY 0OpOOKU OAHUX NEPBUHHUX OpOim i 6UABNIEHHS
Hosux 00 ’ekmig CoHauHOI cucmemu 3a 00NOMO20H0 npocpamuozo sabesneuennss CoLiTec i
K1acuyno2o memody Baiicana. Ilepuum Kpokom makozo KoHeeepa 00poOKu € BUKOHAHHA
NOCNIOOBHUX ACMPOHOMIYHUX CHOCIMEPENCeHb | KIACUUHO20 ACIPOMEMPUYHOZO PeOYKYB8AHHSA
Odanux. Bin peanizoeanuii sik KOMOIHAYIA 3A2ANbHUX MAMEMAMUYHUX ANCOPUMMIE | Memooie
06pobKu acmponomiunux xaopie, inkancynvosanux y npoepamue 3abesnevenns ColLiTec. Bin
Micmums 360pomuull MeOiaHHUU Qitbmp, acmpoHoMiuHe KaniOpy8aHHs 3 GUKOPUCMAHHAM
Kaniopyeanvnux maticmep-kaopie (bias, dark, flat, dark-flat), eussenenns acmponomiunux
06 ’exmig i ix mpackmopiil y cepii kaopie ma inwi dysce kopucni ma axcausi Qyuxyii. Ilicis
Yb020 pO3PAX08YIOMbCS 0COOMUBI napamempu opdimu 06'ekma (npame cXO0HCeHHS | CXULeHHS)
6 negnuil uac. Konu mu ompumyemo npunaiiMui 06a chnocmepedceHHs 0OHO20 i M020 JHC
00Ci0ACYBAHO20 06 '€KMA 6 Di3HI MOMEHMU, MOJCHA 3ACHMOCYBAMU KAACUYHUL AN2OPUMM
Bsiicana. [{na yvoeo pospaxogyemvcs nep8uHHa opoima 3 080X HAUOIUNCUUX CNOCMEPEHCEHD.
ITomim obuucnioiomsbcs 2eoyenmpuiHi NPAMOKYmui KOOpOouHamu ma 6i0nogioni ceoyenmpuyni
Komnonenmu weuoxkocmi. Lle Ooae nam moocnusicmv usHAUaAMU KeniepiecvKi enemenmu
opoimu  00cnioxHcyeanozo 06’ekma 6 0yOv-AKull 4ac, sAKull Hac yikaeums. Po3pobnenuil
aneopumm peanizoeano y uenadi Koneeepa oOpodKu, wjo BKIIOYAE KOMOIHAYIIO NPOSPAMHOZ0
3abesneuennss CoLiTec ma cmeopenozo incmpymenmy 3 inkancyiayicio memooy Bsiicans.
IIpakmuuno nepegipeHo cmeopeHuli KOHEeep 00pOOKU OAHUX NePBUHHUX OpOim i 8I0KpuUmms
nogux 06 ’ckmie Consunoi cucmemu 3a 0onomoeoio npoepammozo 3abesnevenns CoLiTec i
Kiacuuno2o memoody Bsiicsana. 3 020 0onomoz2oio énepute nogiooMAAEMbCA NPO KilbKa HOBUX
acmepoidie i 3HaiideHo Kinvka empayenux manux min Cousunoi cucmemu Ha Kuigcokiil
Komemmii cmanyii ma 6 obcepeamopii Odeca — Masixu.

Knwouosi cnosa: Iumenexmyanvnuii ananiz OaHuux, KOHEeEp 0OPOOKU, ACMPOHOMIUHI
cnocmepedicenns, npozpamue 3abesnevenuss CoLiTec, memoo Bsiicana, obpobka 306padicens,
Kaniopyeamns 300pajxcents, acmpomempuyne 3MeHUleHHs, OOmMoMempuyne 3MeHueHH s,
susignents 00 '€Kmig, no3uyilini  Koopounamu, eusHavenns opbimu, 06 'ckmu Consunoi
cucmemu
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Abstract. This work is focused on key aspects of the diagnosis, prognosis and
treatment of neovascular glaucoma of diabetic origin based on machine learning
approaches and, in particular, various architectures artificial neural models. An
analysis of the relevance, priority provisions and advantages of using machine
learning methods is carried out, the existing approaches used in modern literature in
the context of the topic under study are considered, the specifics of their integration
into the process of diagnostic analysis of the feature space of an aggregated and
labeled by the authors data set on patients with visual problems are described, in
particular, those suffering from neovascular glaucoma of diabetic origin. A
correlation analysis of input features was carried out, 3 different models of artificial
neural networks were built, trained and tested, metrics for assessing the accuracy of
their work were experimentally calculated and studied, and statistical indicators
were determined, including errors and losses, characterizing their generalizing
ability. Analysis of the results obtained from the studies made it possible to identify
the prevailing input features and evaluate their impact on the target output variable
and the overall significance in the feature space of the data set, as well as to
establish the most suitable models for data analysis in terms of their accuracy and
speed. The conducted research made it possible to establish the fact of a greater
degree deep learning artificial neural networks models fully connected adaptability
for the analyzed data set.
Keywords. Artificial intelligence, neovascular glaucoma, diagnosis eye
treatment, neural networks, data analysis, data mining, machine learning
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1. Introduction

Currently, the volumes of heterogeneous information collected during the
examination of patients in various fields of medicine are constantly increasing [1].
This is due to the. tendency to integrate various technical means and software
systems for diagnosing human body organs diseases, especially vision organs, which
make it possible to measure and process numerous quantitative and qualitative
parameters characterizing the nature, stage and disease complexity. The development
of artificial intelligence (Al) technology in medical decision making allows for the
simultaneous analysis of an infinite variables number. Al technologies provide
improving patient care in medical decision making and require physicians and
computer scientists to have a successful mutual understanding of both technology
and medical practice. Recently, thanks to Al methods, significant advances have
been made in the diagnosis of ophthalmic pathologies.

With their help, data from visual fields, optic nerve structure (for example,
obtained using optical coherence tomography (OCT), biomechanical ocular
properties and their combination are successfully analyzed and classified to
determine the severity of the disease, its progression and/or referral for specialized
treatment. Diagnostic search algorithms for patients with glaucoma have undergone
further changes, becoming more and more complex, and to improve existing
methodologies it is necessary to use more reliable classification diseases signs.

A significant contribution in this direction is made by modern methods and
models for assessing and predicting the effectiveness of patient treatment, actively
developed and implemented by specialists in the field of prevention and eye
pathologies diagnosis. It should be noted that in the process of inflammation
assessing indicators and intraocular circulation in patients collected during statistical
data examination, an important aspect of the procedure for their analysis is indicators
diagnostic significance [2]. This is relevant both for identifying and formalizing key
factors that have the greatest impact on the visual organs integral state, and for
developing and implementing preventive measures and developing protocols
ophthalmic diseases effective treatment.

Due to the lack of clearly identified patterns and correlations in the feature space
of aggregated diagnostic data for the patients’ vision organs as well as due to the
high degree of uncertainty in mutual influence, carrying out the processes of
assessing and analyzing data in a manual format is difficult and labor-intensive.
Therefore, it is rational to use modern methods of data mining, in particular machine
learning (ML) algorithms, in order to automate the process of searching for hidden
patterns in data and assessing the level of feature space diagnostic significance,
which is especially justified in the presence of large data volumes [3]. This allows us
to provide solutions to various applied problems in the field of ophthalmology. In
particular, it helps to increase the efficiency of the decision support process for
assessing the patient’s condition and the use of targeted treatments for diabetic
neovascular glaucoma [4] through the use of ML models to automate data research
and search for individual signs correlations with each other. There are significant
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results from the use of ML in the analysis of such pathological eye conditions as
diabetic retinopathy, age-related macular degeneration, macular edema, glaucoma,
cataracts, etc. In this case, color fundus photographs, images obtained during
fluorescein angiography and autofluorescence, OCT scans, fields of view [5, 6, 7].

The defining characteristic of ML algorithms is the quality of their predictions,
which improves with experience. The more data provided, the better the forecasting
model. In this context, difficulties arise due to various factors, including [8]:

e insufficiently high generalization ability of classical ML models;

e absence of memory effect in models;

e insufficient adaptability of models to data, taking into account the specifics
under consideration;

e the need to compile ML models ensembles to ensure a higher degree of
accuracy of the forecast values they generate;

e time costs for preliminary data scaling and preprocessing.

In this regard, a perspective way is to use more advanced, modern and efficient
deep ML models, which are artificial neural networks (ANN) of various
architectures, topologies and hierarchically interconnected. An important aspect in
the problem we are considering is the study of different ML models among
themselves to experimentally identify an estimate of the most appropriate
hyperparameters values, which affect the output metrics for assessing used models
quality [9]. In this context, an approach based on deep learning and ANN makes it
possible to more effectively solve classification and regression problems, taking into
account the specifics of the application area under consideration, as well as to form
various hybrid models that can have greater generalization ability and be more
flexible in comparison with classical ML approaches, eliminate the imbalance of the
feature space, perform the functions of data normalization and reduce the likelihood
of overtraining models through the introduction of regularization methods [1].

An additional important aspect is the ability to minimize the risk of generating
contradictory results from ANN models, for example, by integrating bagging and
boosting techniques when creating model’s ensembles. In this regard, ANN using is
more appropriate within the framework of the topic under consideration.

2. Analysis existing researches

In the medical field, there is an active use of various approaches, most often
based on statistical methods and ML models for the analysis and evaluation of
experimentally obtained results of diagnosis and various diseases treatment,
including vision organs.

Thus, the authors [10] adapt ML learning algorithms to solve the classification
problem, achieving significant results of both high accuracy and completeness on the
collected dataset of ophthalmological indicators.

However, the data analyzed by the authors is often not complete and contains
signs of synthesized subsamples, which complicates the procedure for assessing
metric indicators. In [11], the authors use fully connected ANN models, comparing
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their work with each other and existing methods for classifying ML data, which is
appropriate to demonstrate the capabilities and performance of these models in the
context of their deployment in real diagnostic software and hardware tools for data
analysis and evaluation. The effectiveness of using ML was also established by the
authors [12] in studies in the field of treating respiratory system evaluating methods
when analyzing the significance of individual signs and diseases course intensity
indicators. According to a number of authors [13, 14], the use of methods for
preventive intelligence medical data analysis in the context of assessing statistical
indicators and correlations between individual data sets features allows the formation
of an effective consistent data basis, thus organizing the process of automatic
dimensionality reduction. As follows from the works [15, 16] on the use of ML in
practice, the most effective are algorithms united in committees, this allows for
models balancing and error values averaging for various metrics.

Thus, analyzing the research results in the reviewed authors works [10-16], it
should be noted that more often they consider the possibility of using statistical
approaches, as well as ML and ANN models, primarily to solve classification and
regression problems in a heterogeneous feature space. However, outside the scope of
research, questions remain related to assessing the individual medical indicators
diagnostic significance, identifying correlations between input signs and assessing
their specific weight values in the context of considering ophthalmological disease
problems in patients with diabetic neovascular glaucoma.

The relevance of such studies is undoubted, due to the increasing disability of
patients with this pathology throughout the world. In this regard, this work goal is to
create and study different ANN models with generalization abilities and architecture
for assessing the significance of features based on the collected data set on
diagnostic indicators of inflammation and intraocular circulation in patients with
diabetic neovascular glaucoma.

3. Collected data set description

The created set of the most significant target input and output features with
medical interpretation was selected as a data set for analysis in applying ML process.

A retrospective cohort study of 127 patients (127 eyes) with a painful form of
neovascular glaucoma (NVG) of diabetic origin was conducted at the Institute of Eye
Diseases and Tissue Therapy named after. V.P. Filatov NAMS of Ukraine. The study
protocol complied with the principles of the Declaration of Helsinki and was
approved by the local institute’s bioethical committee. Written informed consent was
obtained from all study participants.

The average age of patients is 65.0 years (62-68). The patients had uncontrolled
intraocular pressure - IOP > 30 mm Hg, and also had ocular pain syndrome. The
main criterion for assessing the success of treatment was control of I0OP and
achieving its reduction by 20% from the initial value after 12 months of observation
and maintaining best-corrected visual acuity (BCVA) - “success of treatment".
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The preoperative visit (V0) was carried out on the eve of transscleral (TSC)
cyclophotocoagulation (CPC), which was performed according to standard
techniques. The laser power ranged from 850 to 1500 mW (Me 1100 mW), exposure
time was 1.5-2 seconds, and laser coagulates average number was 22.

In all patients, the need for repeat CFC TSC was determined at each
postoperative visit. The criterion for repeated laser treatment was maintaining high
I0OP values. Preoperative laboratory parameters were determined: neutrophils (N),
lymphocytes (L), platelets (Throm), monocytes (M), glycosylated hemoglobin
(HbAlc, %), volumetric intraocular circulation (RQ, %o) according to
rheoophthalmography. The systemic immune inflammation index (SII =
Thromx[N/L]) and systemic inflammation response index (SIRI = Nx[M/L]) were
calculated. The SIRI and SlI scores were further divided into quartiles, and the RQ
score into quintiles. The data has been imported, divided into input and output
characteristics. The target variable is the indicator “success of treatment”, which is a
binary attribute. A fragment of the generated dataset is shown in Fig. 1. The results
of related correlation analysis of the most significant features are shown in Fig. 2.
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Figure 1. Fragment of the input data set for analysis

There is some imbalance in the output class values, which is not critical for
research, and therefore the use of synthetic balancing methods is not advisable due to
introducing additional noise risk into the data. As part of the reconnaissance data
analysis, a correlation analysis of the feature space was performed in order to
identify obvious patterns between individual input variables.
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Figure 2. Related correlation analysis of the most significant features
How can we note the indicators SIRI, SIRI quartiles. SlI, SII quartiles have a
high correlation with each other and with another input feature HbAl, which can
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introduce additional noise into the operation of models, and therefore it is necessary
to take into account the nature of the influence of these features on the output target
variable.

The correlation analysis showed a high positive relationship between the success
of treatment and the indicators HbAlc (r = 0.751), SII (r = 0.876), SIRI quartiles (r =
0.874), IOP VO (r = 0.611) and a high negative relationship with the RQ quintiles
indicator (r=-0.807).

4. Development of artificial neural network models

We construct a computational process for constructing and studying ANN
models to assess the accuracy of their training and classification. To do this, we use
the Rapidminer system and blocks for importing a data set from a *.csv file, setting a
target variable, and a subsystem for dividing the sample into test and validation. In
order to conduct a systemic study and determine the ANN model type influence
nature used on the final classification accuracy, assessed by different metrics, it is
necessary to create several ANN models with different architectures.

In this regard, we use 3 types of ANN models: single perceptron (SP), multilayer
perceptron (MP) and deep multilayer neural network (DNN).

In RapidMiner, ANN modeling can be implemented using the Neural Net
operator, which allows for the creation, training, and evaluation of neural networks.
Here’s an overview of how ANN modeling works in RapidMiner:

Key Concepts of ANN in RapidMiner:

1. Neurons and Layers. Developed neural network models are consist of
interconnected neurons, arranged in layers: an input layer, one or more hidden
layers, and an output layer. Neurons in one layer are connected to neurons in the
next, with each connection having a weight that is learned during the training
process.

2. Activation Functions. Each neuron in a hidden layer applies an activation
function to the weighted sum of its inputs to introduce non-linearity, which helps the
model capture complex relationships. We’ve used Sigmoid functions and ReLU.

The structure of the developed process for creating and modeling ANN operation
is shown in the figure 3. All blocks are unitary commands aimed at processing data
and performing processes for modeling the operation of ANN.

Training and test data are divided among themselves in the proportion of 75% to
25%, respectively. The structure of the Validation block of the model is shown at
fig.4.

Also, we used backpropagation learning algorithm. We build ANN training
process on the base of backpropagation algorithm, where the network adjusts the
weights of connections based on the error between predicted and actual outputs.

This is done iteratively over the training data to minimize the error, usually
measured using a loss function (e.g., mean squared error for regression). During
training, data is fed into the network, and the model adjusts weights to minimize
prediction error. This is repeated over several iterations or epochs.
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Figure 3. The general structure of the developed process for creating and modeling
the operation of an ANN

Hyperparameters like learning rate, momentum, and number of hidden layers are
critical in determining the success of the model.

During to our research in RapidMiner, model combination tools (also called
ensemble techniques) are used to combine the predictions of multiple models to
improve the overall performance.

These techniques aim to reduce errors, improve accuracy, and provide more
robust predictions by leveraging the strengths of individual models.

We also provide a distinct module for confusion matrix calculation. It help us to
provide different additional types of logical model’s estimation, because of:

1. Correctly Identified Classes. True Positives (TP) tp. These are instances
where the ANN model correctly predicts the positive class. True Negatives (TN)

t”. These are instances where the model correctly predicts the negative class. TPs
and TNs indicate the correct predictions made by the model, and their sum reflects
the model's accuracy on correctly classified instances.

2. Misclassified Instances. False Positives (FP) fp. These occur when the
model incorrectly predicts a positive class when it should have predicted a negative
one. In binary classification, this is known as a Type | error. False Negatives (FN)

fn These occur when the model incorrectly predicts a negative class when the true
label is positive. This is referred to as a Type Il error. FPs and FNs indicate the
errors made by the model. The distribution of these errors helps in identifying where
the model is going wrong (e.g., if it’s more prone to false alarms or missing positive
cases).
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Figure 4. The structure of the Validation block of the model
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3. Class Imbalance. Class Distribution. It is essential to consider the distribution
of the classes when constructing the confusion matrix, especially in datasets where
the classes are imbalanced (i.e., one class appears much more frequently than the
other). In imbalanced datasets, accuracy alone can be misleading. For example, in a
dataset with 90% negative and 10% positive examples, predicting every instance as
negative would give a high accuracy but would fail on the positive class. The
confusion matrix provides a more nuanced view of how the model is performing
across different classes. As part of the process of studying the operation of the
developed software, an assessment of the classification accuracy of the ANN models
was carried out. ACCURACY was used as a numerical characteristic for assessing
the operation of the software — a reliability metric that allows assessing the accuracy
of classification, i.e. determining the proportion of correctly classified examples.

t p+ th
Accuracy =

tp+ fp + fy +ty
5. Experiments and results

10 computational experiments were carried out with different sets of parameters
(hidden layers number, activation functions, learning rate coefficients, error rates).
The average obtained metrics values for assessing model’s accuracy are shown in
the table below. In particular, for a single perceptron, the value of the learning rate
coefficient varied from 0.05 to 0.3. For a multilayer perceptron, 2 hidden layers of 5
and 3 neurons were created, respectively. For the deep ANN, 50 hidden layers were
created. The results of obtained ANN model’s metrics evaluation to the first
experiment are given in Table 1. The confusion matrices for each of the created
neural network models for the training and test samples are shown in the following
(Fig.5-7). Visualization of the results of comparing estimates of accuracy and error
metrics for the created ANN models of the first experiment is shown in Fig.8.

As we can see (Fig. 8), the least accurate classification results on both the
training (about 84%) and training set were shown by the SP model (about 87%),
which is due to its simplified architecture, the absence of hidden layers and a number

of hyperparameters. affecting model’s final accuracy.
accuracy: 86.90%

true true true false class precision
pred. true 50 (1 89.29%
pred. false S 23 82.14%
class recall 90.91% 79.31%
accuracy: 83.72%
true true true false class precision
pred. true 22 1 25 65%
pred false (=3 14 T0.00%%
class recall T8 57% 93.33%
Figure 5. Confusion of training and test sample matrices for the Single Perceptron
model
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Table 3

The results of obtained ANN model’s metrics evaluation to the first experiment

Single Perceptron (SP)

Metric values of ANN models
Multilayer Perceptron

(MP)

Deep NN (DNN)

Metric Test Test Test
name Training set  1ple Training set  sample Training set  sample
86.90% 8372 10000%  9535%  100.00%  97.67%
Accuracy %
Classificat 1310%  L028 0.00% 4.65% 000%  2.33%
ion error %
Kappa 0.708 0.667 1.000 0.898 1.000 0.948
Weighted 85.95
mean 8511% o 100.00% 94.88% 100.00%  96.67%
recall 0
Weighted 82.83
mean 8571% g 100.00% 94.88% 100.00%  98.28%
precision
rshp(farma” 0.708 0.667 1.000 0.898 1.000 0.949
gﬁ”da" 0.708 0.667 1.000 0.898 1.000 0.949
, . . . 0036
Absolute 0131+-  0.163 0.004+-  0038+-  0.029+- o
0.337 -0.369 0.013 0171 0.070
error 0.150
0,
Relative 13a0% +- 0% oz BN 28s% OO
0, 0, 0, 0,
Rela 33.73% 6.99% 1.33% 17.14% 6.99% 00,
squared oas1+- o 19%  ooor+- 003w~ oo+~ 00
Squa 0.337 5.9% 0.001 0.157 0.020 0.143
‘njore"a“o 0.708 0.667 1.000 0.898 1.000 0.949
I'-O‘;g's“c 0.363 0.375 0.314 0.327 0,293 0,305
accuracy: 100.00%
true true true falae Cclass pracision
pred. true 586 (1] 100.00%
pred. false o 29 100.00%
class recal 100 .00% 100 00%
accuracy: a5 35%
true true true false class precision
pred. trus 27 1 96 43%
pred. false 1 14 93 33%
class recall 06 43% 93 33%

Figure 6. Confusion of training and test sample matrices for the Multilayer

Perceptron model
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fruetrue true false class precision
pred. true B 0 100.00%
pred. false 0 29 100.00%
class recall 100.00% 100.00%
accuracy: 97.67%
true true true false class precision
pred. true 28 1 96.55%
pred. false o 14 100.00%
class recall 100.00% 93.33%

Figure 7. Confusion of training and test sample matrices for the Deep NN model
95.35%

100% 10y 1y %o 97.67%
831.72%%
16 28%
I 65% -
0,00 ° 0.00% 2.33%
—_—
Training set SP Testing set SP Trmnms set Testing set MP Training set

Testing =st
Iv DN DI

s0%s - B6.90%

13,10%

mAccuracy ™ Error

Figure 8. Visualization of the results of comparing estimates of accuracy and error
metrics for the created ANN models of the first experiment

The MP and DNN models showed approximately the same results for metric
evaluations on the training subset of data, however, the accuracy of DNN was 2.3%
higher on the test subset, which may be due to a more complex model structure and a
larger number of computational iterations.

An additional experiment was aimed at reducing the dimension of input features.
A unique identifier, calculated values of SIRI quartiles, SIl, HbAlc, RQ quintiles,
IOP VO were used as input features; the output feature is “success of treatment”.
Results of calculating weighting coefficients for input parameters of the data set for
the first set of experiments are shown in Fig.9. As we can see, the values are scaled
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to the range {0,1}, with occupies the smallest value — SlI, and the largest — RQ
critical -0.

attribute weight attribute weight
id 0.626 complications after CPT 0241
sex 0.430 LYM (103/L) 0684
age 0.604 SIRI 0019
HbA1 0100 SIRI kvartils 0.030
lasercougul (1-yes) 0.662 si 0
Cauterization 0.302 Sl kvartils 0043
Laser 810 power 0.280 RQ critical - 0 1

VO VOT 0.140 RrRQ VO 0533
GZ VD 0.801 Success VOT 0065

Figure 9. Results of calculating weighting coefficients for input parameters of the
data set for the first set of experiments

Results of calculating weighting coefficients for initial input parameters of the
data set for the second set of experiments are shown in Fig.10.

As can be seen, the spread of values is quite significant, which is associated with
stochastic processes in the formation of weighting coefficients of initial data in the
process of initializing the ANN models within the framework of the experimental
studies conducted when launching the Rapidminer working environment.

Attribute Weight

1D 497739
SIRI kvar... -804.910
=11 80.686
RQ critic 771.697
Success 1482.795
VOT V5 -4124.037

Figure 10. Results of calculating weighting coefficients for initial input parameters
of the data set for the second set of experiments

Research modelling was performed on the created three ANN models with the

same parameters. The results of evaluating the metrics of the obtained NN models
for the second experiment are given in Table 2.
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Table 2
Results of evaluation of metrics of the obtained ANN models for the second
experiment

Metric values of ANN models
Multilayer Perceptron

Single Perceptron (SP)  (MP) Deep NN (DNN)
Metric Training Test Training Test Test
name set ample set sample Training set sample

6.90% 3.81% 100.00% 93.02% 100.00% 90.70%
Accuracy

0, 0, 0, 0,

Classifica 2.56% 6.19% 0.00% 6.98% 0.00% 9.30%
tion error

.355 487 0.822 0.769
Kappa 1.000 1.000
Weighted 0 0 0
e 2 3106 042%  10000%  9005%  100.00% 88.44%
recall
Weighted
meag 7.97% 4.89% 100.00% 92.33% 100.00% 88.44%
precision
ﬁprﬁirma 400 .550 1.000 0.824 1.000 0.769
gﬁndall 400 .550 1.000 0.824 1.000 0.769

326 +/- 262 + 0.009 +/- 0.049 +/- 0.112
Absolute 469 440 0.017 0.153 0.029 +/-0.070  +/-0.21
error

256%  +- 6.19% + 094% +- 1% 11.18%

 6.86% 397%  165% - 285% 44

Relative ™ ' ' 15.26% 6.99% 21.13%
error

326 M- 260+ g0, 0026 +- 0957
Squared 469 440 0.000 0.094 0.006 +/- 0.020 0.163
error
0Cr?rellatl 400 .550 1.000 0.824 1.000 0.769
Logistic .437 413 0316 0.329 0,293 0.349

loss

The nature of the obtained results differs somewhat from the previously
calculated metric values for the better, however, due to the presence of noise effects,
the values are not ideal. Adjacent correlation analysis of the most significant features
of experiment 2 is shown in Fig.11.
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As we can see, a number of features have a significant correlation with each
other, which may be an additional reason for the presence of noise effects during
training and testing of models. Visualization of the results of comparing estimates of
accuracy and error metrics for the created ANN models for the second experiment is
shown in Fig.12.

In the third experiment, gender was excluded from the original sample. This
reduces noise effects because this feature does not carry a significant semantic load

in the context of data analysis.

Fig.13.

Attribut...

SIRI kvar..

sh

RQ critic..

Success._.

VOT V5

Success

SIRI kva...

1

0.874

-0.663

-0.822

0.423

-0.163

si

0874

4

-0.682

-0.876

0415

-0.165

Results of calculating weighting coefficients for
initial input parameters of the data set for the third set of experiments are shown in

RQ criti... Succes.. VOTVS
-0.683 0822 0.423
-0.682 -0.876 0.415

1 0.807 -0.250
0.807 1 -0.376
-0.250 -0.376 1
-0.006 0.130 -0.781

Succes..

-0.163

-0.165

-0.006

0130

-0.781

Figure 11. Adjacent correlation analysis of the most significant features of

100%
90%

80%a

s0%

40%%a

30%% 26.19%
20%a
10%a

0%a

86.90%

32.56%

sP

13.81%

experiment 2

m Accuracy  m Error

100.00% 100.00% 100.00%
0.00% 0,00% 0.00%

Training set Testing set SP Training set Testing set Training set
MP MP DININ

90,70%%

| 9.30%
|

Testing set
DNN

Figure 12. Visualization of the results of comparing estimates of accuracy and error
metrics for the created ANN models for the second experiment

The results of evaluation of the metrics of the obtained NN models for the third

experiment are given in Table 3.
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Attribute Weight Attribute Weight
id 3412931 complica 453.048
age -9980.359 LYM (10 -512.371
HDAY -402.500 SIRI 243 611
lasercou... -366.595 SIRI kvar.. 967 704
Cauteriz... -4811.274 sl 1441 607
Laser 81. -73.848 Sl kvartils -245.604
VO VOT -3350.753 RAQ critic.. -1097.827
GZ V0o -27.132 RQ VO -1436.026

Figure 13. Results of calculating weighting coefficients for initial input parameters
of the data set for the third set of experiments

The final values of the weighting coefficients of the most significant features
determined by DNN are shown in Fig.14.

attnibute weight
1D 0

SIRI kvar 0.481
s 0595
RQ critic.. 0.592
Success... 1

VOT V5 0.643
Success 0.806

Figure 14. The final values of the weighting coefficients of the most significant
features determined by DNN

Visualization of the results of comparing estimates of accuracy and error metrics
for the created ANN models for the third experiment is shown in Fig.15. As a result
of ANN constructing significant input parameters were established that most
influence the effectiveness of treatment: SIRI quartiles, SIl, HbAlc and RQ
quintiles. During inflammation, leukocytes accumulate in the lesion and the speed of
local blood flow decreases. Impaired retinal microcirculation is observed in patients
with type 2 diabetes mellitus (T2DM) without clinically significant diabetic
retinopathy [17].
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Table 3
Results of evaluation of metrics of the obtained ANN models for the third
experiment

Metric values of ANN models

Single
Perceptron
Single Perceptron (SP) Multilayer Perceptron (MP) (SP)
Training Metric Training Metric Training Vietric
Metric name set name set name set 1ame
0, 0, 0, 0, 0,
89.29% 95.35% 100.00% 97.67% 98.81% )7.67%
Accuracy
Classification 10.71% 4.65% 2.33% 1.19% 2.33%
error 0.00%
0.769 0.898 0.948 0.974 ).948
Kappa 1.000
0, 0, 0, 0, 0,
Weighted 89.37% 94.88% 100.00% 96.67% 99.09% 16.67%
mean recall
Weighted 9 0 0 0 0
mean 87.74% 94.88% 100.00% 98.28% 98.33% )8.28%
precision
0.771 0.898 0.949 0.974 ).949
Spearman rho 1.000
0.771 0.898 1.000 0.949 0.974 ).949
Kendall tau
o207+ 9% o005 4. 0024 4 oo0s4 w2
0.309 0211 0.016 0.151 0.101 1147
Absolute error
071% +- 1% 04w w230 4 3416 4 P
30.93% 21.06% 1.57% 15.06% 10.11% 4.69%
Relative error
0107+~ 004 0023 +- 0011 +- 1023
0.309 - 0000 +/- g5 0.058 o
Squared ’ 0.211 0.001 ’ ’ ).140
error
) 0.771 0.898 1,000 0.949 0.974 ).949
Corellation
o 0.354 0.331 0315 0.322 0.324 ).326
Logistic loss

Altered blood flow in patients with type 2 diabetes contributes to macrovascular
(peripheral vascular disease and coronary artery disease) and microvascular (diabetic
retinopathy and diabetic nephropathy) complications. Our results confirm that higher
values of SIRI, SII, HbAlc and RQ indicate the severity of the disease and determine
the need for diabetes mellitus stabilization [4], additional anti-inflammatory and anti-
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ischemic treatment in patients with painful NVG of diabetic origin to improve
treatment prognosis.

100% B5.35% HG1% 28.81%% HG1%
» 0

opos 59297

50%

0%

1u 1%
0 o0
10 4__53 Yo 0.00% 2 330 1.19% 233%

Trsnmﬂ;v set Testing set SP Trsnﬂm;v set TFcnm:r set Training st Testing sat
N s DNN DN

m Accuracy = Error

Figure 15. Visualization of the results of comparing estimates of accuracy and error
metrics for the created ANN models for the third experiment

6. Conclusion

The conducted research made it possible to establish a higher adaptability of
deep learning models, in particular deep fully connected ANN models, for the
analyzed data set.

The SP model demonstrates unstable accuracy on the training and test samples in
different experiments, which may be due to shortcomings in determining the weight
values of features at different iterations, as well as limitations in generalization
ability.

The MP model is more stable in all experiments, demonstrating high accuracy
and completeness; its construction speed is 25% higher than the SP model.
Presumably, the accuracy of this model can be increased through a more efficient
organization model hyperparameter values automating selection process. The DNN
model is the most accurate, but its training process is the most resource-intensive and
takes almost 4 times longer than the SP model.

A promising direction for further research is the search for optimizing the ANN
training process in order to minimize training and testing errors, as well as increase
the generalization ability of models in general. It has been established that the most
significant diagnostic features of the collected dataset in the context of the problems
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under consideration are the indicator of glycosylated hemoglobin HbAlc of the
volumetric intraocular circulation (RQ), the systemic inflammatory response index
(SIRI) and the systemic inflammation index (SII).

The data obtained allow us to conclude that the use of neural networks to predict
the effectiveness of treatment is justified and timely. By taking into account and
stabilizing blood sugar, as well as adjusting indicators of inflammation and
microcirculation in patients with diabetic neovascular glaucoma, it is possible to
ensure a timely significant reduction in intraocular pressure, maintain visual acuity,
and therefore the quality of life of patients.

The data obtained allow us to conclude that the use of different ANN to predict
the effectiveness of transcleral cyclophotocoagulation is justified. Timely prescribed
treatment of identified changes in glycolyzed hemoglobin (HbAlc), volumetric
intraocular circulation (RQ), systemic inflammatory response index (SIRI) and
systemic inflammation index (SIl) against the background of transcleral
cyclophotocoagulation can provide a significant reduction in intraocular pressure of
at least 20%, maintaining visual acuity and patients life quality with painful diabetic
neovascular glaucoma.
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Anomauin. L[n poboma 30cepeddicena Ha KMOHOBUX ACHEKMAx OiacHOCMUKU,
npoeHO3y ma NiKY8AHHS HEOBACKYIAPHOL 21ayKomu 0iabemuiHo20 nOX00CeHHs HA
OCHOBI Ni0X00I8 MAWUHHO20 HABYAHHS Md, 30KPeMA, PI3HUX APXIMEKMyp Wmy4Hux
HelipoHHUX Mooenell. [Iposedeno ananiz akmyarbHOCMi, NPIOPUMEMHUX NOIOHCEHD |
nepegas BUKOPUCMAHHA MemoOi8 MAUUHHO2O HABUAHHA, PO32IAHYMO ICHYIOUI
nioxoou, AKi  BUKOPUCMOBYIOMbCA 8  CYYACHI  Jimepamypi 8 KOHMeKCmi
docnidocysarnoi memu, ocobaugocmi ix inmezpayii 8 npoyec OiACHOCMUYHOZ0
ananizy Onucano npocmip 03HAK acpe208ano20 ma NO3HA4eH020 asmopamu Habopy
danux npo nayicumis i3 npobiemamu 30py, 30KpemMd Mmux, Xmo cmpagicodc Ha
HeOo8aACKYIAPHY 2naykomy oiabemuuno2o noxoovicenns. Ilposedeno kopensyiunuil
aHaniz 6XIOHUX O03HAK, NOOYO0BAHO, HABYEHO MA NPoOmMecmosano 3 pizui moodeni
WMYYHUX HEUPOHHUX MepedC, eKCNePUMEHMANbHO PO3PAX08AHO MA O0CTIONHCEHO
Mempuxruy 018 OYIHKU MOYHOCMI IX pOOOMU, BUSHAYEHO CINAMUCTNUYHI NOKASHUKU, )
MoMy uUCHi NOXUOKU ma 6mpamu, wo Xapakmepuzyiomo ix y3a2aibHIOOYY
30amuicme. AHaniz pe3yromamis, OMPUMAHUX V X001 00CHiOJHCeHb, 0a8 3MO2y
BUHAUUMU NEPeadcalodi 6XiOHI Xapakmepucmuku ma Ooyinumu iXuill 6niué Ha
YiNbo8y GUXIOHY 3MIHHY MA 3A2AbHY 3HAYUMICIb Y NRPOCMOPI 03HAK HADOPY OaHUX,
a Makodc 6CMAHOBUMU HAUOLIbW NPULHAMHI MOOeNT 0N OAHUX AHANIZY 3 MOYKU
30py ix mounocmi ma weuokocmi. Ilposedene OocniodcenHs  00360AULO
6CcmaHosUmMuU axm no8HoI adanmosanocmi mooenetl eiuboK020 HAGYAHHI WMYYHUX
HeUpPOHHUX Mepedic 00 AHAIZ308aHO20 HAOOPY OAHUX.
Knrwuoei cnosa. [Lmyunuii inmenexkm, Heo8aCKYIAPHA 21AYKOMA, OIACHOCMUKA
JIKY8AHHA OYell, HeUPOHHI Mepedici, AHANI3 OAHUX, AHAI3 OAHUX, MAUUHHE HAGYAHHSL
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Abstract. ¥V po6omi posensoaiomocs pizni acnekmu po3poOKu iHMeieKkmyaibHoi
cucmemu ananizy ma 06pooKu 8erukux 0bcseie HeOOHOPIOHUX MeKCMi6 NPUPOOHOIO
MOB010 0718 3A80AHHS GUAGIEHHA OOMIE V COYIANbHUX MepedHcax i3 GUKOPUCTAHHAM
Memooi6 21ubOK020 NepeHeceHHsT HABYAHHSA, 30KpeMd BeIUKUX MOGHUX MoOeell.
Hasedeno demanvhuil ananiz cneyu@iunux Xapaxmepucmux ma Kmo408ux acnexmis
CMPYKMYypy8anHs, 00pOOKU ma auanizy MeKCmo8o20 KOHMEHMY, OOIDYHMOBAHO
aKmyanbHicme npooaeMu ma Npo6edeHo 021510 ICHYIOUUX NiOX00i8 Yy HAYKOSIl
aimepamypi. 'V pobomi niokpecieno nepesacu ma NOMEHYIUHI MONCIUBOCMI
BUKOPUCIAHHA  WIMYYHUX HEUPOHHUX Mepedc | MAWUHHO20 HABYaHHA OJiA
agmomamu3sayii ananizy mexkcmie Kopucmyeayia coyianvrux mepesc. Haoano onuc
Habopy Oauux, 00paro2o 015 O0CAIOHCEeHHs, OOIPYHMOBAHO 8UOIP MOBHUX MoOenell
HA OCHOBI WMYYHUX HEUPOHHUX Mepedc ma NOSCHEHO 8UKOPUCIAHHS NepeHeCeHHs
HasyauHs 01 adanmayii yux mooeneil 00 3a80anHs euseieHHs domis. Onucauo
MexXHIYHI 3acobu ma cepsicu, wo BUKOPUCMOBYIOMbCs 01 peanizayii QyHKyioHany
PO3p06NEH020 8€6-000amKy, A MAKONC CMBOPEHO 00'€KMHO-OPIEHMOBAHT MoOeui
cucmemu 3a Oonomozoro UML, exmouarouu Oiacpamu  npeyeoenmie ma
Komnonenmis. OKpecieHo QyHKYIOHANbHI MOJICIUBOCTE NPOSPAMHO20 3a6e3nedeHHsl,
npomomunu  cmopinox ma epagiunui  inmepghetic kopucmysaua. Y pobomi
npeocmasneni pe3ynbmamiy  eKCnepUMeHmMAalbHUx O00CNiONHCeHb 0Opanux MOGHUX

197



ADVANCES
IN INFORMATION-CONTROL SYSTEMS AND TECHNOLOGIES

MoOenell HA PO3WUPEHOMY HAOOpI OAHUX, NEPEeGIPEeHUx y pexcumax sK 3
MeKCmoguMU NOACHeHHsAMU, mak [ Oe3 nux. Ilpoananizoeano npooyKmueHicmv
aoanmoeaHux HeUupoOHHUX Mooenell Ha NeGHOMY emani, 8USHAYEeHO O0COOAUBOCHI
ixHpoi pobomu ma 3anNPONOHOBAHO NEPCNEKMUBHI HANPAMU O  NOOANbUUX
docniddcets i po3poOoK O BUPTUIEHHS BUABLEHUX NPOOIEM.

Knwuoei cnosa: inmenexmyanvuuil ananiz O0auux, Kiacugikayis mexcmy,
coyianvHi  Mepedici, auaniz mexkcmy, 006pobka NpupoOHOi MO8u, pPO3POOKa
NPOSPAMHO20 3a0e3neueHHs, GUAGIEHHs OOMI8, 6elUKL OAHI

1. Beryn

Y cydacHoMy iH(oOpMamiiHOMY CyCHijbcTBI I[HTEpHET MOXHa Ha3BaTH
HEBIJI'€MHOIO YaCTHHOI Oi3Hecy, IO J03BOJSIE Oyab-sKiii KoMIaHii 31iCHIOBATH
JJIOBI  KOMyHIKamii 3 TAakKMMHM IJIBOBUMH TPyIaMH, SK KII€HTH, TOpProBi
nocepeqHuky (kaHamu 30yty), PR-cdepa, mocrauanbHUKHM, KOHKYPEHTH, YHHHI Ta
MOTEHLIHHI criBpoOiTHUKH [1].

[lix gac mpoBemeHHs MONIOHMX KOMYHIKAaIlill TeHEPYIOTbCS, OOpOOIAIOTHCS 1
30epiratoThCsl BEIHKi 00CITH pi3HOMAHITHUX JaHHX, 30KpeMa MyJIbTHMEAINHHI (aitnn
(300pakeHHA, BiZie0), 1 HABITh KU 3aBKAM YITKO CTPYKTYPOBAaHHH TEKCTOBHI
KOHTEHT [2]. B 1maHOMy KOHTEKCTi CIiJ 3a3HAUMTH, L0 OJHIEI0 3 TOJIOBHUX
TEHJCHIIH PO3BUTKY [HTEpHETY OCTaHHIX POKIB € CTPIMKE 3pOCTaHHS MOMYJISIPHOCTI
comianpHUX Mepexk (SN), sKi Bce yacTillle Ta aKTUBHINIC BHKOPUCTOBYIOTHCS B
MapKEeTHHTOBHX LIJIAX, 30KpeMa Ul IPOCYBAaHHs TOTO YH iHIIOTO TOBApY, MOCIYTH,
EKCIepTa, Jiiepa AYMOK , MPOTPaMHKX JOJATKIB Ta CEPBICIB Ta iH.

YV mux ymoBax BuKopuctaHHd SN sK Jokeperqa OTPUMaHHS JaHHX Ta
¢dopmyBaHHs iHpOpMaLitHOT 6a3u 1O KIIIEHTaM € JOIUIFHOIO Ta BAXKIUBOIO [3].

Jns cygacanx SN MOKHA BUIUTATH TaKi XapakTepHi epeKTH Ta BIacTHBOCTI, SIKi
Ba)XJIMBO BPAaXOBYBATH TPH iX BUKOPUCTAHHI JJIS BUPIIICHHS 3aBJIaHb Oi3HECY:

— HasBHICTh BJACHUX IyMOK KOPHCTYBadyiB, HI0 OEpyTh Yy4acTb y CHCTEMI;
3MiHa TyMOK wieHiB SN Iif] BIUIMBOM iHIIUX;

— pi3Ha 3HAYYHIiCTH (TMPIOPUTETHICTH ab0 Bara) IyMOK OJHUX KOPHCTYBadiB
JUIS THINHX Yepe3 IX piBeHb eKCIIePTU3H;

—  3MIHIOETHCS CTYIIHb CXMIBHOCTI WwieHiB SN 10 BIUIUBY Mi C00010;

— HAsBHICTh HENPSMOTO BIUIMBY YM 3aJEKHOCTEH MiX KOpUCTyBa4aMu y
BChOMY JIAHIIO31 HAsBHUX COLIANFHUX KOHTAaKTIiB, ICHYBaHHS EKCIEPTiB, TOOTO.
«TiIepiB TyMOK» y TICBHINA TEeMaTHIIi;

—  HAasBHICTH JIESKOT0 II0pOra YyTIMBOCTI 1O 3MiHHU Yy JICKCHII OTOYYIOYHX;

— JIOKali3allis CTBOPEHMX IPYI 3a O3HaKaMH (3a iHTepecamu, 3 OJM3bKUMHU
JQyMKaMmH, 00'eTHaHHUX 3a COLIAIbHUMHU YK T€HICPHUMH O3HAKaMH);

— 006mik (akTopiB "comianbHOT KOpemAIii";

— icHyBaHHS 30BHINIHIX ()aKTOpiB BIUIMBY Ta CTOpOHHIX areHTiB (3MI,
NPOJABIl YM BUPOOHHKH);

— BB SN Ha IMHAaMIKy IyMOK Y BipTyaJbHOMY CHIBTOBapPUCTBI;

— MOXIIMBICTH YTBOPECHHS KO Yi KOMaH/, TPYII 32 iHTepecamu;
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— irpoBy a0o IHTEpaKTHBHY B3a€MOMII0 KOPHCTYBAadiB B IHTEPaKTUBHOMY
pexumi [4-6].

IMpm mpomy cinix 3a3HAUUTH, IO B JaHUH dac Bce OUIBIIOI AKTYalbHOCTI
Ha0yBaroTh MPOOIEMH 3aXUCTy iHpOpManii Ta NpoTHIIl iHpopManiiiHUM 3arpo3am y
pi3HHX cHcTeMax OOMiHy JaHMMH, y ToMy ducmi i B SN, KOHTEHT y SKHX
¢dopMyeTbCST  PI3HMMH CIOCOOaMH  Ta METOJAAMH, BiA PpPYYHOTO HANUCAHHSI
TEMAaTUYHUX TEKCTiB A0 IX CHHTETUYHOI reHepalii Ha OCHOBI 3aCTOCYBaHHS Pi3HHX
IHTENeKTyallbHUX TEXHOJOTidH Ta 3aco0iB [7]. dakTHYyHO HAa MPAKTHLI YacTo
3yCTpiUaroThCsl CHTYyallil, KOJM IOTPiOHO pPO3MOYATH JHCTYBAHHA 3 IHIIUMH
KopuctyBadaMi SN 3 METOIO IPOBEAEHHS KOHCAITHHTY, OOMIHY IyMKaMHu a0o
OLIIHKM XapakTepy Ta SIKOCTi KOHTEHTY, [0 IMyOmiKyeThes [8].

Uepe3 Te, IO HaBEeCHI BHUINE INPOIECH HE MOXYTb OyTH IOBHOLIHHO
aBTOMAaTH30BaHi 1 4aCTO BUKOHYIOTECS BPYYHY, BHACIIIOK YOTO € PECYPCOMICTKIMHU
i moporuMu A Oi3HECY B TaKMX BHIIaAKaX HOTPIOHO TapaHTyBaTH KOPEKTHICTH
iHpopMalii, MO OTPUMYETbCs, Ii LITHOBHH XapakTep 1 MiHIMI3yBaTH PH3HUKH
OTpPUMAaHHS HEKOPEKTHHX JaHUX.

VY 3B'3Ky 3 UMM aKTyaJbHHM 3aBJAHHAM € 1IeHTU(}IKalis Ta BHIBICHHS 3a
NPSIMUMH 1 HENPSIMHMH IIOBEJIHKOBUMH, JIHTBICTHYHHMH Ta CEMaHTUYHUMH
O3HaKaMH aBTOMATH30BaHUX Iporpam (0OTiB), IO XOBAIOTHCSA MiJ NPOQIIIMU
KOpHCTyBaya, IIO 3/IHCHIOIOTH IyOJiKamil0o HEJOCTOBIPHMX Ta  CBIJOMO
HETIPaBANBHX BiJIOMOCTEH, IO NParHyTh OOMAaHHUM IIUIIXOM OTPHMATH OCOOHCTY
HOMepH Tene(OHiB, CKaHU JOKYMEHTIB, HOMEPH IUIaTLOKHUX PEKBI3HTIB, KPEIUTHUX
Ta ne0eTOBHX KapTOK Ta iH.), a TaKOX CHpPHUAIOTH JAecTabimizamii HacTpoiB y
cycrinbeTBi SN, MmO TPU3BOMUTH 1O HETATUBHHUX HACTIAKIB A Oi3Hecy IpH
MIPOCYBaHHI TOBapiB Ta mocyr [9].

Bor abo Bipryamsnuit nomiunuk (BII) y mmpokomy ceHci € crnemiani3oBaHUM
MporpaMHUM 3a0e3NeueHHsIM, 34aTHUM 3IIHCHIOBATH CHMYIBILIIO [ peaJbHOro
KOpHCTyBa4a, 30KpeMa TeHepyBaTH TekcToBuil koHTeHT [10]. 3okpema, y pasi
yIpaBiHHs 00JIIKOBUM 3aITMCOM KOPHCTYBaya 3a JO0MOMOTOI0 3aCTOCYBAHHS TAaKOTO
[13 B aBTOMAaTH30BaHOMY PEXKHMi BBAXKAETHCS, MIO JaHHH MPOLEC peai3yeThes
0oTOM. Y BHIAnmKy, KOJHM OOJIKOBHH 3aliC KEPYETHCS YACTKOBO IMPOTPAMOIO Ta
YacTKOBO JIFOIMHOIO, 3aCTOCOBYETBCS TEPMiH «KiOopr». Ha mpakTumi po3pi3HSIIOTH
mpocTi 00TH, IO AilOTh AUPEKTUBHO Ta BUKOHYIOTH HAOIp WiTKO 33/laHMX KOMaHJ, a
TAKOX 3a JONOMOrolo (GyHKIii camoHaByaHHs [11].

Botu MaioTh psin ICTOTHHMX NepeBar y IMOPIBHSHHI 31 3BUYaiHUMH OOTiKOBHMHU
NpOrpaMHUMHM JIOJaTKaMH, HAlpUKIAJ, iX MPOCTillle BCTAHOBUTH, HE MOTPiOHO
3aiiMaTy A 30epiraHHsl JaHWX HaM'sITh HPHUCTPOIO, MOCHIAHHS Ha OTPUMAHHS
Jnoctyny jmo 6ota yierko momupioBatd. (DakTWuHa 3pY4YHICTH BiJl BUKOPHUCTAHHS
OOTIB MOJSTae y MIATPUMII MOXKJIHBOCTEH JOCTAaBKM TMOBIIOMIICHb Yy 3py4Hi JJIS
OTPHMaHHS KOpPHCTyBadeM MicIsl, HANpHKIa[, ocoOHcTi moBimomsieHHS B SN,
MeCeH Kepax.

BIl y psini BHmanmkiB 3acTOCOBYIOTBCS B JIiaIOTOBHX CHCTEMaxX ISl Pi3HHAX
NPUKJIAJHUX LN, y TOMY YHCIi Ul 0OCIyroBYBaHHS KII€HTIB, arperauii J1aHuX Ta
iHpopmanii. BOTH yMOXIMBIIIOIOTH CIINKYBaHHS KOMIIaHiH i3 3aMOBHUKaMH B
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IHIUBITyaJbHOMY IHTEPaKTUBHOMY PEXHMI, III0 HE BHMAarae 3alydeHHsS 10 IbOTO
Iporecy CIiBpOOITHHUKIB.

Botu MoxyTh OyTH ajanToBaHi IS 3aBIaHb aBTOMATH3allii pekiaMyBaHHS a0o
HaJaHHA OOJIKOBHX CEpBICiB, Bil 3aMOBJICHHS KBHUTKIB Ha 3aXO0IH, OYKIHTY Ta
OpOHIOBaHHS MiCllb Yy TOTeNsAX, BUKOHAHHS MHOPIBHSJIBHOTO aHANi3y TOBapiB Ta
MOCIYT 33 3aJaHUMM KpHUTEepisMH. MOXJIMBUM acIeKTOM X BUKOPHCTAHHS MOXeE
OyTH aBTOMAaTH3allisl BUKOHAHHS PI3HUX PYyTHHHHX OIlepamiii 3 BEIUKOIO KUIBKICTIO
KII€HTIB y OaHKIBCBKOMY CEKTOpi, Toprisii [8].

Botn mounHaOTH 3aCTOCOBYBATHCS i B paMKax IEpXKaBHOTO CEKTOPY 3 METOIO
peecTparlii 3BepHEHb TPOMAJISIH 10 MiCBKUX CITYXO0, IPOBEICHHS 00pOOKH 3aIHTIB 110
KOMYHaJIbHOMY T'OCIOAApCTBY, IO HAaAXOATh BiA JIOACH, OIUIaTi paxyHKiB Ta
BiJNpaBIi HaraJyBaHH: PO HEOOXiAHICTh BHECEHHS MMOKAa3aHb JIIYHIBHHUKIB.

B nmanwmit wac 6otu B SN KIacH(iKylOTbCA 3a Pi3HUMH O3HAKaMH Ta THIIAMH
(puc.1.6), po3risiHEMO HAHOUIBII NOMYJIAPHI 1X THUIH, 10 SKUX HAJEKATh:

1. CouianpHi 00TM — 1€ CHeIiaNi30BaHI NPOrpaMH, BHKOPUCTOBYBaHi
Hacammepen Juis iMitamii mporecy kuBoi moBeminku JromuHu y SN. ToOto.
comiaigbHi poOOTH HACHIIYIOTH JIFOJCHKY IOBEMIHKY JUISl aKIEHTYBaHHS yBaru
KopHcTyBadiB Ha 3amaHid iHdopmanii. Ha mnpakrtumi moxiOHi  poGotn
BUKOPHUCTOBYIOTBCS SIK UISl IO3UTHBHHX 3aBJaHb (KOHCYJIBTYBaHHS KOPHCTYBadiB,
MIATPUMKA Yy TPOBEICHHI ONWTYBaHb, MyONiKalis KOHTEHTY 3a PO3KIAIOM,
MpocyBaHHS OpeHIiB ab0 KOHCTPYKTHUBHHX imeii y SN, IpuUBepHEHHS yBaru
KOPHCTYBAYiB A0 COLaJbHUX MPOOJIEM UM 1HIINX TEMAaTUKIB), TaK 1 Ul HETaTHBHUX
3aBlaHb (BUSBICHHS Ta PO3KpaJaHHS NMEPCOHATBHUX JAHUX KOPHCTYBayiB ILIIXOM
MOIIMPEHHsT  HEeJOCTOBipHOi  iHpopMmamii y mpomeci imitamii  JIEriTUMHHX
kopuctyBadiB). [TONITHKM MOXYTh BHKOPHCTOBYBaTHM MOMIOHWMH THN OOTIB Ui
CIIJIKYBaHHS 3i CBOEIO LITBOBOIO ayJUTOPI€I0 Ta OTPUMAaHHS 3BOPOTHOTO 3B'S3KY,
KOMIIaHi1 3aCTOCOBYIOTh iX SIK BIpTyaJbHi areHTH 3 00CIyroByBaHHS KIIIEHTIB.

2. TexHi4HI pOOOTH — PI3HOBHUJ MPOTPAMH, III0 3aCTOCOBYIOTHCS Ui BHKOHAHHS
ONHOMAHITHUX i B SN, fK NpaBHIO 3 METOI0 MiABHIICHHS YHCIIAa TO3UTHBHUX
BIATYKIB (HaKpy4dyBaHHS JIaiiKiB), MiJABUIIEHHS DPIBHA paH)XyBaHHS iH(pOpMAaIii B
CTpiYli HOBHH, i JOJaBaHHS MPOCTUX KOMEHTApiB 3 METOI0 MOJATBLIOr0 PEroCTa.
Januii TUI poGOTIB pearni3ytoTh (YHKIIIO coliai3amii Juis iHIUX KOPUCTYBadiB abo
po6otie B SN HUIAXOM JOJaBaHHS iX Yy BiAMOBIJAHI TEMAaTHYHI CIHUCKH 3 METOIO
MiZBUIICHHS PIBHS JOBIPH JI0 HUX Y aKTUBHOI CIIJIBHOTH

3. DBoiioBi 060TH XapaKkTepU3YIOThCS TNPHU3HAYCHHSAM IMOJO  BiJKJIAACHUX
(cIuTaHOBaHMX y Yaci 3a pO3KIAIOM) PI3HUX aKTHBHUX [iH, MTOB'SI3aHUX 3 0OPOOKOIO
o6uikoBUX 3amuciB KopucTyBadiB SN abo myOmikarii€io IiIbOBOTO KOHTEHTy. Sk
NPaBUIIO, JaHi OOTH BHKOPHCTOBYIOTHCS JUISl HETaTHBHUX 3aBJaHb, BOHH MOXYTh
OyTH TPHBAJIO HE AKTUBHHMH, aKTHBI3YIOCS B 3a[JaHHil MOMEHT i OTPHMYIOYH JIOCTYI
JI0 TIEPCOHANBHUX JIAHUX KOPUCTyBaya B MOMEHT IOYATKy iH(popMauiitHoi oneparii
BUKOPUCTOBYIOTBCS, HANpHKIaZ, [Uisl myOuikamii HeraTMBHHX BIATYKiB  a0o
komenTapis [10].

4. Tpomni npeacTaBisOTh HAWOIIBII arpecMBHHUN Ta HeraTUBHUN TUH 60TiB y SN.
JlaHuii THII TPYHTYETHCS Ha 3aCTOCYBaHHI PIi3HMX CEMAHTHYHHX Ta JICKCHYHHX
HaOOpiB JaHWX, MO0 € JESIKOK MOJ0000 CIOBHUKIB 1 MICTATH TEKCTOBI HabOpH
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PI3HHX KJIIOYOBHX CIIiB 3a 3aJJaHOI0 TEMAaTHKOIO. 3a CIIOBHHUKaMH POOOTH 3HAXOJITh
HeoOXimHi IuIboBI myOuikarii B mocrax abo crpiukax SN, myOiKylOTh BOpOXi Ta
00pa3nuBi KOMEHTapi KOPUCTyBaya, THM CaMHUM IMPOBOKYIOUH HE KOHCTPYKTHBHI Ta
acolliajibHlI CyMepeYKH MK 4YiICHAaMH BipTYaJbHOTO CIIIBTOBAPHCTBa, (hopMyroun
HeraTUBHUI iHopMaliiHuil (OH Ta MOMIMPIOIOYN eCTPYKTUBHUHN iH(bOpMaiiHuIIL.

5. Je3iHpopMaTopu € OKpEeMHUM TiOpHIHHM BHIOM OOTIB-TPOJIIB Ta COLIaJIbHUX
0OTIB JUI1 BHKOHAHHS HETaTHMBHUX 3aBIaHb 3 IMiTamii MiSUTBHOCTI KOPHCTYBadiB Y
SN, BXOZATH y MOBipY CIIBTOBapHCTBa, IICJIS YOTO IUIABHO ITyOJIIKYIOTH 3aJaHuit
IIKIJUTIBHI a00 XHOHMI KOHTEHT JUTs iH(pOpManiiiHOro BIUIMBY Ha KOPHCTYBadiB. Y
BUMaAKax iX ycmimHOi IisutbHOCTI cdopmoBaHa Ie3iH(OpMAIis JaBHHONOIIOHO
MOIMPIOIOTHCS K Y paMkax SN, Tak i mo3a Hero, 30kpema y 3MI.

6. boru-cmamepu 3acTocoByloThcs B SN ISl TIONIMPEHHS KOHTEHTY HE Hece
KOPHCTi, 30Kpema IIe Moxke OyTu MyOmikamis 3acTapiluX Ta HE aKTyalbHUX
BifOMOCTe. METOI0 WBOro THIy WIKIIMBUX OOTIB € YCKJIAQJAHEHHS CIPHUHHATTS
KOpHCTYBayaMH ITyOJIIKOBAaHOTO KOHTEHTY, BHECEHHS IIyMYy YM 3aCMIiUY€HHS XeIll-
TeriB, TOOTO. cllaMepu IpU3HAYEHI BHKIIOYHO Ui BUKOHAHHS 3JIOBMHCHHX Iiif.
[MonmynsapHUMHU IisIMM JaHOTO THITY POOOTIB € HOIIMpeHHs iHpopMaliifHOro 4Yu
MIEPCOHAIILHOTO KOHTEHTY Cepesl KOPUCTYBadiB 0e3 103BOJTy IPABOBIACHUKAMHU.

7. BruimBoBi 6OTH - 11e THIT OOTIB, SKi 3IHCHIOIOTH iHGOPMAITiiHI UCKYCIT 11010
0o0paHuX TeHACHLiH a00 TeMaTukK y po3ainax SN i IpocyBaHHS Ta MOMYJIApH3aLii
3amaHuX TeM. YacTkoBo iX mpuHOUN poOOTH IPyHTyeThcs Ha OoTax
nesindopmaropax, mpu OpOMY iX ckiagHime BusSBUTH. Lleil Tum poboTiB 3a3BHUaii
TeHEepYIOTh MOBIIOMIICHHS IIUITXOM MOBTOPHOTO BHKOPHCTAHHS Uy)KOTO KOHTEHTY 3
HE3HAYHHM pepaiToM BMICTy a00 CTBOPIOIOTH aBTOPCBHKI IOBIOMIIGHHS 3a
JIOTIOMOTOI0 TIEBHOTO CEMaHTHYHOro Habopy mpaBmil. OCKiNBKH BIUIMBOBI OOJIIKOBI
3aMKCH MAlOTh OJHY 31 CBOIX LJIEH II0J0 MOIIMPEHHS KOHTEHTY Ha MaKCHMAIIbHY
KiJIBKICTB JIIOfIeH, TOMY BOHH HaMararoThCs HaJicIaTH HAWOIIbIIY KiJIbKICTh 3aIHUTIB
y Ipy3i IO PO3MOBCIOMKEHHS KOHTEHTy. BmB KoHKpeTHOTO KOopmcTyBada B SN
3aJIOKHUTH BiJ HOTO PIBHA MOMYJISIPHOCTI Ta JAOBIpUM B MEpEeXi, 1HOMI LeH KpuTepii
OIIHIOETHCS K KUTBKICTh BXiHUX 3alHTIB a00 OTpUMaHHX IMOBigqoMieHb. OCHOBHE
3aBJaHHS TMOAIOHUX OOTIB MOJAITae y 3MiHI JYMKH a00O BiJHOIIEHHS KOpHCTyBada 3
KOHKPETHOI TeMaTuku abo npoaykrty [11].

OcranHiM yacoM, nounHaroud 3 ¢asu noseu COVID-19, curyauis 3 nposiBoMm
HETaTHUBHOI aKTUBHOCTI 3 OOKy OOTIB 3Ha4YHO 3arocTpwiacs. PU3NKM BUKOpUCTaHHS
0OTIB MOB's3aHi 3 PI3HUMHU acleKTaMu iHpopMmaniiiHoi Oe3meku, 0 HaldacTimie
3yCTPIYAIOTHCSI TaKi HETaTHBHI ACTIEKTH TX BUKOPHUCTAHHS Ha IPAKTHII:

1. BukopucranHs He e(pEKTHBHO HAJIAIITOBAHWX Ta (YHKIIOHYIOUMX OOTIB Yy
ciryx0ax MATPUMKH KITI€HTIB MOX€E MPU3BECTH JI0 BTpaT y Oi3Heci Ta MOJalbIIOro
GankpyTcTBa KoMmaHii. Crij] 3a3HaYNTH, IO PiBEHb JOBIPH 10 KOMIIaHI1 3HIKYETHCS
y pasi, koi1u B poOOTI poOOTa CHOCTEpiracThCs HAAMIpHA KiIBKICTH Oe3riy3aux
NHTaHb, BIICYTHICTh EMOLIHHOTO CIIBYYTTS Ta KOHKPETHHUX BiAIOBi/Cil Ha MUTaHHS,
a TaKo)X HEMOXJIMBICTh MIATPUMKH TMPOLECY BHPILICHHS CKIATHUX CKIaJOBUX
npobneM. Bee 1ie npu3BOANTE 10 TOTO, IO KIIIEHTH HOYYBAIOTHCS 00 ypEeHUMH.

2. BuxopucranHs OOTIB A 3aBAaHb 300py AaHUX (IAPCHHTY) 13 CTOPOHHIX
pecypciB. 3arpo3m Big BHKOPHCTAaHHS pPOOOTIB JAHOMY pPaKypci IOJATaloTh Y
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KpaJiKIi YHIKaIFHOTO KOHTEHTY 3 Pecypcy 3 METOI0 HMOJaNIbINOi HOro ImyOmikarmii
0e3 mocwiaHp Ha jkepeno. lle mpu3BOANTH 70 TOTO, IO PiBEHb aBTOPUTETHOCTI
pecypcy-mxepena B MOIIYKOBIH BHAA4l 3HIKYETHCS, MPHU3BOISIYH 1O CKOPOUEHHS
LTbOBOT ayIUTOPii, piBHSA MPOAXY Ta 00CATIB PEKIAMHHUX IOXOAIB. Y TOMY YHCIi
30MpaHHs JaHUX BUKOPUCTOBYETHCA IS aBTOMATH3AIlll BiICTEKEHHS L[iH Ha TOBApH
y KOHKYPEHTIB I TOAAIBLIOTO AEMITIHTY Ta BiJICIKaHHS KII€HTCHKOI 0a3u abo s
MIeperpojayKy TOBapiB 3 HAIIHKOI0. MOXKIINBI PH3UKN CTBOPEHHS XMOHUX 3aMOBJIEHb
3 METOI0 3aBaHTaKECHHS JIOTICTHYHUX pecypciB 30UIBIIEHHS BHTpAT KOMIaHIi
KOHKYPEHTIB 1 3a0e3Me4eHHs THUMYacoBOi HEIOCTYITHOCTI TOBapiB 3aMOBJICHHS
IHITMME KOpHCTyBadyamH [8].

3. HakpyuyBaHHS MOKa3HUKiB. BOTH BHOCATH IIyMOBI JaHi B CTAaTHCTHKY Ta
aHamTHKy Oi3HEc-3aBIaHb KOMIIAHIii, BIUIMBAIOYM HA TIOKa3HUKH KOHBEPCIi,
KUIBKICTB JTiiB, TApaMETPH BUPBH MPOJAXIB, IO BEIE 0 HEpaliOHANBPHUX pillleHb
Ta 3aiiBUX MAapKETUHTOBHX BUTpAT. Y KOHTEKCTi SN HEKOpEKTHI AaHI MOXKYTh OyTH
BHECCHI JIO CIUIBHOTH a00 TPYIH IMijJ 4ac MPOBEJCHHS OHJIAIH-TOJIOCYBaHb, ¢
BUKOPHUCTOBYBaHI 0OTH MOXYThb IITyYHO 3aBHIIYBAaTH pi3HI MOKa3HUKH IS
MIPOCYBAHHS CBOIX IIUJICH YH JIFOJICH.

4. ABTOMaTH3ALIs MIPOBEACHHS DDoS-arak (xnacy "BigMOBa B
oOciyroByBanHi"), siKi COKyCOBaHI Ha BIUIMB 32 OOYHCITIOBATLHUMH CHCTEMaMHU
(BeO-cepBepaMu Ta cepBepaMH JOAATKIB, 1HOAI L€ TAaKOX MOXYTh OYTH KaHAIIH
3B'SI3Ky) VI CTBOPEHHS CHUTYyamii, B SAKiH JaHI CHUCTEMH Ta CEpBICH CTaloTh
HEIOCTYITHUM KopucTyBadaM. TexHiuHo DDoS-araku BupaxkaioTses y ¢opmi
oHOYacHOI (mapaienbHoi) BiAMpPaBKU Ha aapecy MEBHOro Beb-caiiTy abo cepsicy
BEJIMKOT KiJIbKOCTI 3alUTIB HA YUTAHHS JAHUX 3 Oe3J1iui po3MoIiIeHNX KOMI'IOTepiB
y Mepexi Inreprer. Ilporec BIUIMBY 3yMOBICHHH THM, IO BEJMKa KUIBKICTh
(mecsATKM 1 COTHI THCSY) 3alMTIB 3 PI3HUX KOMITIOTEpiB (KepoBaHMX OoTammu) 3a
aZipecoro MEBHOTO cepBepa (CepBiCy) MPHU3BOANTH 10 (i3MYHOT HEMOMKIIMBOCTI iX
ornepatuBHOI 00poOKH, TOOTO. MOXKe OYTH TEpernoBHEHI OOCSITH BUALICHOI A
00poOKHM gaHMX mmam'aTi ab0 cMyra MpPOITYyCKaHHS KaHAITy 3B'SI3Ky HE 3MOXe
3a0e3MeYnTH MPOXOKCHHS 3aIUTiB Ha CEpBEp

I B mepmomy, i B ApyromMy BHUIaaKaxX, KOPHUCTyBadi HE 3MOXYTb OTPUMATH
JOCTYIl 1O TaKOro cepBicy abo M0 IHIIMX BeO-CalTiB (HAa BKIAJCHHX IOMCHAX,
30KpeMa) uepe3 3BepHEeHHs uepe3 KaHau 3B'13Ky. Meroro npoenenHst DDoS-ataxk €
OTPMMaHHsS MarepiajJbHOi BUTOAM 32 JONOMOTOI0 BHKOHAHHS 3AMPHHULTBA 32
MIPUMNMHEHHS TaKUX aTak, a00 TOCSATHEHHs HeOOXITHHUX MOJIITHYHUX IHTEPECIB.

Haii6inpn akTHBHO BHUKOPHUCTOBYBAaHMM MeToJIOM edektuBHUX DDoS-artak €
METO/]] CTBOPEHHS OOTHETIB, SIKi € 3apakeHi BipycHUM [13 koMm'ToTepH, MO MICTSTh y
CBOEMY CKJIaJIi BIATIOBITHI MPOTpaMHi 3aKJIaIKA IS peatizamii moTpiOHOT peakilii.

VY GinbIn MIMPOKOMY 3HaUCHHI OOTHETOM HAa3MBA€THCS MEpPeKa aBTOMATH30BAHUX
KOMI'IoTepHUX poboTiB. KoxkHOMY po6OTi B wili Mepexi HamaeTbcs CBil Habip
LJIbOBHUX 3aBIaHb, SIKi MOBHHHI BUKOHYBATUCS aBTOMAaTHYHO 3a TIEBHUMH IOJiSIMH
abo ymoBamu. Y 3B'I3Ky 3 THM, L0 Mepexa OOTiB CKiamaeTbcs 3 ix HabopiB —
KOHTpOJIep (KepiBHA JIaHKa CHCTEMH) MOXKE JHUHAMIYHO BUKOHYBATH Pi3Hi LIKiUHBI
3aBIaHHS, Y TOMY 9HCII PO3MOBCIOMKEHHS HeOaKaHOTO PEKIaMHOTO, XHOHOTO 49U
BipYCHOTO KOHTEHTY, HAJCHJIAaHHS 3alMTiB KOPHCTyBadyaM i3 COIiaJdbHOTO Tpada
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(mepenixy npy3iB) kopucTyBadiB SN 3 METOI0 OTPHMAaHHS KOILITIB Ta 3aKIHMKY IO
iHmmX mii [12].

2. [locTaHoBKa MpodJ1eMH Ta aHATI3 icHYI0UNX migXoaiB Ta myOaikamiit

OcraHHI [JOCSTHEHHS B MOBHHX MOJEISAX MOXKHAa HOSICHUTH IIepeBaKHO
METOJaMH TTIMOOKOTO HaBYaHHS, MPOTPECOM y HEHPOHHMX apXiTeKTypax, TaKHX SK
TpaHcopMepH, POMMPEHUMH OOUYHCITIOBAIBHIMH MOMIIMBOCTAMHM Ta JOCTYIHICTIO
HaBYAJIbHUX MHaHWX, OTpuMaHux 3 Intepery. Ili po3poOku mpH3BEnu 10
peBotoniiiHol Tpancdopmarii, no3BonuBLIK cTBopuTH LLM, 31atHi Habmmkatu
MIPOIYKTHBHICTb JIIOZCEKOTO PIBHS 32 IEBHUMH TECTaMH OIHKH [9, 16].

LLM, oco0iuBO MOMEPEAHBO MiATOTOBICHI BUAM JaHWUX MOJEINCH, 3TiHO 3
psmoM pocmimpkeHb [17] 3maTHI HajaTH IIUPOKI MOXKIIMBOCTI U PO3YMiHHS,
aHali3y, OI[IHKU Ta reHeparil TeKCTOBOT0 KOHTEHTY IIMPOKOMY Jiana3oHi 3aB/IaHb.

¥V 3B's3Ky 3 nuM monut Ha LLM Bupic, y TOMy 9HCIIi 4epe3 3pocTarody moTpedy
B MallMHAX A7 BUKOHAHHA CKIaJHAX MOBHHX 3aBJaHb, TaKHX SK IEpeKian,
pe3roMyBaHHs, MOIIYK iH(popMalii Ta po3MoBHa B3aemomis. LLM mocsraioTe wmiel
MaiCTEepHOCTI IUIAXOM CaMOCTIHHOTO HaBUaHHS HA BEJIMKUX HAa0Opax TEKCTOBUX
JaHux [18].

[Micns ToyHOro HanamITYyBaHHS (TIOHIHTY) BHKOHAHHS 3aBlaHb 3 aHAII3y
PI3HOPIAHUX TEKCTIB BeMMKHX 00cariB LLM neMOHCTPYIOTH iCTOTHE ITiJBHILCHHS
MPOAYKTUBHOCTI, 4acoM [19] mepeBuinyroun e(EKTHBHICTH MOJENCH, HaBYCHUX
MOBHICTIO 3 HYJIA.

Lli pucu MOBHHX MOJeENeH cpusioTh 3acTocyBaHHIO LLM mpu ix HaB4aHHI Ha
BEMKHX Habopax JaHWX, IO JO3BOJSE BiIZHAYUTH TOW (haKT, IO MACIITa0yBaHHS
po3MipiB caMux Mopesel i 00CATiB BUKOPHCTOBYBAHUX JJIsi HABYAHHS 1 TECTyBaHHS
HabOpiB JaHUX NPH3BOIUTH JIO0 IOJAIBIIOr0 BIOCKOHAICHHS iX Yy3araibHIOHYOl
3/1aTHOCTI.

LLM Takox MOYMHAIOTh YaCTO BUKOPHCTOBYBaTHCh y Oi3Heci. Hanmpukmang LLM
MOJJIMBO BHKOPHCTOBYBAaTH JJsl MEHEDKMEHTY  Oi3Hec-TpoIeciB, 30KpeMa
BUKOHAHHS TaKUX TMPOIECiB: BHUAOOYTOK IMIIEPATUBHUX MOJENEH TWpOIeECiB 3
TEKCTOBUX OINMWCIB, BUAOOYTOK NEKJIAPaTHBHUX MOJEJNEH IMPOIEeCiB 3 TEKCTOBHX
ONHCIB, Ta OIiHKAa NPUAATHOCTI 3aBJaHb MPOLECY 3 TEKCTOBHX OIUCIB IS
poboTu3oBaHOi aBToMaTH3amii mporeciB. BoHM mokazamm, mo 0e3 MacmTaOHOT
koHGirypamii un prompt-engineering LLM npamioroTs mopiBHsIHO abo Kpaiie, HiX
icHyroui pimenns. Lle mocmimKeHHs € apryMEeHTOM Ha KOPHCTh TOTO, 1[0 Ma€ CEHC
nopiBHIOBaTH pi3Hs LLM 3amisa oOpaHHs HallKpalux 3 HUX T Oi3Hec-3a1ad.

LLM wuacto 6a3yloThcsi Ha apXiTeKTypi TIMOMHHUX HEHPOHHUX MEpex, SKi
3aCTOCOBYIOTh apXiTeKTypy TpaHchopmepiB. TpaHchopmepn - me kiac Mojeneit
ITTHOOKOTO HABYAHHS UII POOOTH 3 IMOCHIZOBHOCTSIMH UM MHOXWHAMH JAHUX, I
MOJIeNli 3aCHOBaHI Ha MeXaHi3Mi camoyBaru. Lleil MexaHi3M 103BOJIsIE MoOAei
aKIEHTYBAaTH yBary Ha KOHKPETHHX €JIeMEHTaX ITOCITIJOBHOCTI 3aJIeXHO Bif IHIITHX
CJIEMEHTIB Ta Kpalle PO3yMITH 3B'SI3KM MK clIOBaMH. BOHM €(QEKTUBHHM YHHOM
BJIOBJIIOIOTH CKJIAJHI KOHTEKCTyalbHi 3B’SI3KM B TEKCTi, IO POOUTH iX OCHOBOIO
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Garathox Halcywachimmx nporpam NLP. Ixus apxiTekTypa m03BoJse BUKOHYBAaTH
napasenbsHy 00poOKy, 0 poOUTH X BUCOKOE()EKTHBHIMH Ta MAacIITa00BaHUMHU IS
pi3HUX 3aBIaHb, OKpPIM OOpOOKH MOBH, TakHX SK pPO3Mi3HABaHHSI 300paXeHb 1
HaBUaHHA 3 NiAKpimIeHHIM. BaxxnuBumu aciekramu Tpancdopmepis € [9]:

1. Mexanism camoyBaxkHOCTi. Lleil nuHaMiuHMI MeXaHi3M Ja€ 3MOTY MOJemi
(ikcyBaTH JOBrOCTPOKOBI 3aJI€KHOCTI Ta acoIliallii M’k CIOBaMH B TIOCITiTOBHOCTI.

2. VYBara KiJbKOX rOJIOB. 3aMICTh TOTO, 100 ITOKJIaJaTUCS HA €UHUI MEXaHI3M
yBard, TpaHchOpMepH BHUKOPHCTOBYIOTH KiNbKa “TOJNIB yBarm”, IO IIPAIIOIOTh
napasenbHo. KojkHa rojioBKa crieriaiizyeTsest Ha pikCyBaHHI pi3HHX B3a€MO3B’SI3KIB
y MaHuX, a IXHI pe3yiabTaTd OO0 €IHYIOTHCS, INOO0 OXOIHUTH IIMPOKHH CIIEKTp
iHpopMmarii.

3. Crmameni mapiB. TpaHchopMepr 3a3Buyail CKIQHAlOTBCS 3  KUTBKOX
IIEHTHYHHX CIOIB, CKJIAQJEHHX TOCHioBHO. KOXeH 1map  yJOCKOHAJIOE
MpEICTaBICHHA, OTPUMaHI BiI HOro MONEPEAHBOrO, HO3BOJNSIOYM  MOJENI
OXOIUTIOBATH JIe/IaJli CKIaHIII Ta aOCTPaKTHI XapaKTEPUCTUKH.

4. BuxigHuil piBeHp y 3aBIaHHAX Kiacu(ikauii BHUXITHUH pIBEeHb TeHepye
HMOBIPHOCTI KJ1acy, TOJi SIK Y 3aBIaHHSX Te€Hepallii MOCIiIOBHOCTI BiH IOCIIJOBHO
CTBOPIOE BUXIIHY TOCITIZIOBHICTb.

5. Hapuannsa: Tpancdopmepn HaBYalOTBCS 3a JIONOMOTOIO  aJrOpPHUTMIB
3BOPOTHOTO TIOIIMPEHHS Ta ontuMizamii, Takux sk ADAM. Cneuudiuni nms
3aBOaHHS (QYHKIII BTpaT, Taki sK IMepeXpecHa eHTPOMis Ui Kiacudikamii, 3BeaeHi
10 MiHIMyMY TiJi 4ac Hap4aHHs. [TorepeHe HABUaHHS BEJIMKIM MOBHHM KOPITycaM,
SK e BUAHO B Takux Mmozaeisix, sk BERT i GPT, cramo ximrouoBuM (akTopom ix
ycHixy.

s xomOiHamis xapakTepucTHK oOymoBmoe ycmix LLM Ha ocHOBI
TpaHchoOpMepiB, ajge MPH BHUKOPUCTAHHI JaHOTO MEXaHi3My ICHYIOTh TaKOX i
Henouiky. Jleskumu 3 HUX € HacTymHi [10]:

1. OGuucmoBanpHa CKIagHiCTh. HaBUaHHA Ta BHKOPUCTaHHA TpaHCchHOpMepiB
MOKe OyTH BHTPAaTHHM MPOIIECOM, OCOOIMBO IS BENMKHX Mojenel, Takux sk GPT-
3. Lle moke OyTH OCHOBHOIO MEPEIIKOAOI Ui iX pO3rOpTaHHS B peaJbHHX
mporpaMax, 0COOJIMBO Ui HEBEIMKHUX OpraHi3alliif i OKpeMuX ocid, SKi MOXKYTh He
MaTH JOCTYITY JI0 HEOOXITHUX MOTY>KHUX OOYHCITIOBAIBHUX PECYPCIB.

2. TlepenaBuanHns. Mogeni TpaHchopMepiB MOKYTb OYTH JIETKO HepeHaBYCHHI,
0co0JIMBO SIKIIO JIaHi HEBENUKi ab0 HeZOCTaTHBO pizHOMaHiTHI. Lle Moxe nmpu3BecTn
JI0 HHU3bKOI NMPOAYKTHBHOCTI y3arallbHEHHsl paHille HeBimomMux maHuxX. Lle moxxe
BimoOpakaTHCs y 3HAYHIN 3MiHI pe3ynbTary podoTu TpaHcdopmepa pu He 3HAYHIN
3MiHi OMIPaI[bOBAHOTO PEUYCHHS 0€3 3MiHH HOTO CEHCY.

3. JloBrocTpoKoBi 3aJIeXHOCTI. Y Mojenel TpaHcopMepiB MOKYTh BHHUKHYTH
TPYAHOLI 3 MOJETIOBAHHSAM JOBIOCTPOKOBHX 3aJICKHOCTEl y IOCIIIOBHOCTAX,
0CcOOJIMBO B CHUTYyawisiX, KOJH 3aJISKHOCTI OXOIUTIOIOTH KiJbKka TOokeHiB. Lle Takox
3aJIeKHUTD BiJl METOy MO3HULIHOTO €HKOAYyBaHHSI.

4. TlpuxunbHicTh yBard. Mogjeni AaHOrO THIy NMOKJIAJAalOThCd Ha MEXaHi3MH
yBaru, MO0 BHM3HAYMTH, SKi YaCTMHH BXIiJHOI TIOCTIJOBHOCTI € HaHOLIbII
peneBanTHEMH. OnmHAK 1HOAI I MEXaHI3MH MOXXYTb OyTH TPUXWIBHI J0 IESIKAX
3Ha4YeHb OUTBII 3a 1HIII, 10 MPU3BOIUTH 10 HEONITUMAIBHUX Pe3yIbTATIB.
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5. MoxmuBicTe iHTepmnperanii. Taki Mozxemi MOXYyThb OyTH CKJIAQIHHMH JUIS
iHTepmperanii Ta PO3YMIHHS, OCKUIBKM BOHH HE MAIOTh YITKHX IPOMDKHHX
MpeCTaBleHb, SKi MOXKHA IHTEPIPETYBaTH, AK Ti, 10 BUPOOIAIOTHCS ACIKUMHU
IHIIAMH apXITEKTypaMu HEHPOHHUX MEPEeK.

Takox cmix BigBecTH yBary Ha Te, IO BEJIMKI MOBHI MEpeXi 3a CBOEIO
apXiTEKTypOl0 HE MOJENIOITh UYITKUX JIOTIYHHX 3B'A3KIB y peueHHi. MexaHi3Mm
caMOyBaru Hajae peanbHi YKcia sK I03HaYeHHs YBard 70 eJIEMEHTIB peUeHHs, 110 €
MEXaHI3MOM HEYITKOi JIOTIKM, Ta HE 3aBXIu Oyle iJIealbHUM METOJIOM
MOJIETIOBAaHHS MOBH.

Amnamizyroun xapaktepuctukn LLM, Ta Hemonmiku iX HaHmomyssipHinIoi
apxXiTeKTypH, 3po0JEHO BHCHOBOK, IO BENIMKA CKIAJHICTh IMIUIEMEHTAIN
TpaHCchOpPMEpiB, a TaKOXK XapakTePHCTHKH Ta HEHOJNIKA HANMOMyIsSpHIMIO]
apxitektypu (TpanchopMmepH), OOTpyHTOBYIOTH CTBOPEHHSA IUIATGOPMHU Ui
CKCICPHMEHTYBaHHS HaJ Ta TMOPIBHAHHA HE TIIBKA ICHYIOYHX apXiTEKTYpHHUX
pimers LLM, a mo it 3a0e3nedye MOXIMBICTh €KCHEPHUMEHTYBATH Haj IHIIUMU
MaiOyTHIMK apXxiTektypamu BMM, Ta eKcliepMMEHTYBaTH 3 BHKOPHUCTAHHSIM
MaiOyTHIX JOMOMDKHUX METONUK 3ajJis MOKpalleHHS pe3ynabraTiB podotu LLM.
Cuif 3a3HaYMTH, IO 3TiTHO 3 psinoM JociiukeHb [20] Ha sikicTs pesynbrariB LLM
BIUTMBAE HE JIMIIE TOIaHHS IPHUKIIAJiB BUKOHAHHS 3aBJaHHs Y 3aIMTIB, ane i Te, sk
came 3aBAaHHs OYJI0 OIHMCAHO MPUPOIHOIO MOBOIO B 3aITHTI.

BaxmuBoro dvactuHOO poboTH 3 LLM € imkuHipuHr 3amuTiB ((HparMeHTH
TEKCTOBUX 3alUTiB, IO HAACWIAIOTBCA Ha BXiA MoAemi, sKi (opMami3yloTh
3aBHaHHs, sike LLM Mae BUKOHATH, 3 YpaxyBaHHSAM JOJATKOBHX IMPaBUII, MiKAa30K,
MIPUKJIAJIB Ta 3MICTOBOTO KOHTEKCTY) JUISl IiIBUIIEHHS €()eKTUBHOCTI Ta TOYHOCTI 1X
BuKopuctanns. Jlanuii mnpomec, Ha JaymKy aBTopiB [21], 3acHoBaHumil Ha
MOCJTiTOBHOMY BHKOHAHHI MpPOIEAYp 3MiHM Ta ONTHMIi3allil BXiTHUX 3alHTIB IS
ITiIBUIIICHHS 1IJIbOBOTO Pe3yibTaty, 3reHepoBanoro LLM 11t mpuKIIaqHUX 3aBIaHb.

BaxnmuBuM acrekToM y IbOMY BHIQJAKY € Te, IO MiJCYMKOBa AKiCTH pOOOTH
MOJIeNli MOJK€ 3HAYHO 3MIHIOBATHCH B 3aJI@KHOCTI Bl TOro, sk came OyB
c(hOopMOBaHMI 3amuT, HABITH y TOMY BHWIIQJIKy, KOJH [Ba Di3HI 3alHUTH MarTh
OJIHAKOBY CYTHICTB Ta METY, ajie Pi3Hi mpoueaypu GpopMyBaHHS.

Sk pesynpraT poboTH moxioHoi Mozeni ANN MoxHa chOpMyBaTH MIMPOKHUIL
pO3MoAia WMOBIPHOCTEH MOXJIMBHX TOKEHIB, IO € IIPOJOBXKEHHSM TEKCTOBUX
pedyeHs. Bubip kiHIEBOro TOKeHa Uil MOZENI 4acTO BHU3HAYAETBHCS 33 JIOIOMOTOIO
BUKOHAHHS eTamiB BUOIPKM NaHUX Ta 11 TIOHIHTY, Y IIbOMY BHIAJKy BaXJIMBY POJIb
Bifirpae mina0ip 3Ha4YeHsb TilleprapaMeTpiB, sIKi MOXKYTh BILTUBATH Ha KOMIIPOMIC MiXk
PI3HOMaHITHICTIO Ta TOYHICTIO 3T€HEPOBAHOTO TEKCTY [22].

Bce e Moke OyTH KOPHCHHM IIPH OLIHII TEKCTOBUX ITOCTiB KOPUCTyBadiB B SN
JUI aHami3y iX TpoduUIiB IOJ0 HAasSBHOCTI aHOMAIBHOI MOBEIHKHA 1 BHSBIICHHS
60TiB.

Sk pesyneratr podotu LLM oTpuMyeThCs po3moIin HMOBIpHOCTEH MOMIIHBHX
TOKEHIB - TPOJOBXKEHb pedeHb. BUOIp KiHIIEBOro TOKEHAa 4acTO BHU3HAYAETHCS 3a
JIOTIOMOTOI0 TIpoliecy BHUOIpPKH, 7€ TileprnapaMeTpu BiflirparoTh KIOYOBY poib. Lli
rimepmapaMeTpy MOXYTh BIUIMBATH Ha KOMIIPOMIC MiX pIi3HOMAaHITHICTIO Ta
TOYHICTIO 3T€HEPOBAHOTO TEeKCTy [21].
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lNnepmapameTpy, Taki sk "temperature", BHKOPHCTOBYIOTECS JUISI KOHTPOJIO
piBHS BHmagKoBocTi y BuBoi LLM. Buie 3HaueHHs TeMnepaTypH IPH3BOIHUTE 110
OlTpII pI3HOMAHITHUX, aje NOTCHLIHHO MEHII 3B'I3HUX BIANOBiAEH, OCKIIBKH
MOJIENb JTOCTIDKY€E MIMPIIUI iama3oH MOKIMBOCTeH. | HaBmaku, HIDKYE 3HAUYEHHS
TeMIEepaTypH pPOOHUTh BHXiA OUIBII JETEPMIHOBAHUM, CIPHIIOYM TOYHOCTI Ta
Y3TOJUKEHOCTI 32 paxyHOK pPi3HOMaHITHOCTi. lle CTBOpIO€ NONAaTKOBHH acleKT y
nopiBusHHI LLM, 60 pi3Hi KOoMOiHAIii rimepMapaMeTpiB MOXYTh NPHU3BECTH IO
pi3HOI skocti pesymbraTiB poborm LLM [22]. lle ocobmuBo cTOCY€ETHCS
MIpoIIpieTapHUX Mojenel, 00 KommaHii sKi IX HagaloTh YacTille He JO3BOJSIOTHh
MIeperJITHYTH OTPHUMaHUH PO3NOALT HMOBIPHOCTEH TOKEHIB, TOMY JJISI OLIHKH SIKOCTI
MOJIeNi 3 PI3HUMHU TileprnapaMeTpamMy 3HaT00UThCS IPOBOAUTH €KCIIEPUMEHTYBaHHS
3 pI3HHUMH @apaMeTpaMH, Ha BiAMIHY BiIl MOXJIHBOTO aHAaJi3y OTPHUMAaHOTO
po3noaity HMOBipHOCTEH Ipu BuKopucTaHHi Binkputux LLM. Cruix 3a3HaunTH, mo
OJIHUM 13 KJIIOYOBUX HENONIKIB MOLIMPEHUX THUMIB apXiTekryp LLM, Hanmpukman,
TpaHc(HOpMepiB, € HEMOXKIMBICTH MOJICTIOBATH UiTKY JIOTiKy BUKOHAHHS 3aIlUTy Ta
CXWJIBHICTb Mozeneil 10 (GakTHYHHX ITOMWIOK Ha BEJIMKHX TEKCTOBHX IIPOMIITax
[11,17,19]. Jnsa GopoThOH 3 MOAIOHUME TPOOJIEMaMH aKTHBHO PO3POOISIOTHCS Ta
JIOCHI/DKYIOTBCSI Pi3HI METOIM MiJBUINEHHS TOYHOCTI Ta SKOCTi podorn LLM min
Ppi3Hi 3MiCTOBI KOHTEKCTH.

[MpuknagoM miAxoxy, IO BUKOPHCTOBYETHCS, HANPUKIAL, € MiAKIIOYCHHS
pemsniiianx abo He persuiiHuX 0a3 JaHUX SK IKepena akTyaiabHol iHdopmamii Ta
CHMBOJIIYHOT MaM'ATi, IO CIIPOIIY€E MOAEISAM Iporec 00poOKH JaHUX.

V 1poMy BUINAAKY, HOEAHYIOUM METO[ JIAaHIIOKKa 3HaHb Ta B/, MoXHa Hazatu
BMM MOXIHBICTh JOCTYIy 10 ()aKTUYHOI Ta CHMBOJIIYHOI iH(popMalii, OTpuMaHol
ab0 30epexeHoi 3a notpedoro [17].

TakuM YMHOM, aHATI3yIHOYHM ICHYIOYI Tpari 3 JOCHI/PKEHHS IaHOi TeMaTHKH,
HE3Ba)KAI0UM Ha BHUSBIEHI CKIAagHOCTI BUKOpucTaHHs LMM Ta iX Hemomikw, ciif
Bi3HAYNTH AaKTYaJbHICTP Ta JOLUIBHICTH PO3POOKH Ta BHKOPHCTAHHS TaKUX
MoOZeNnel st 3aBAaHb aHANi3y TEKCTOBHX JAaHHX, 30KPEMa, Y KOHTEKCTi BHSBICHHS
6ortiB y SN.

Mertoro poboTH € po3podKa Ta AOCIIHKEHHS iHTENEKTyaJbHOI CHCTEMH aHaJi3y
Ta JIETeKIii TEKCTOBOTO OOT-KOHTEHTY BEJIMKOI0 00CATY y COLIaNbHUX Mepexax Ha
0a3i 3acTocyBaHHs IMTMOMHHOrO HaB4aHHsA Ta LLM minxony.

3. Po3po6ka koHuenuii npoekty

Hnst peamizawii Ta 3actocyBaHHs (QyHKuHioHamy mojeneii ANN y pamkax
aHaTi30BaHOI MpPOOJIEeMaTHKK HEOOXITHO 3HAWTH a0 CTBOPUTH HAOOPH TECTOBHX
JaHUX 3HAYHOro o0csry. SIK OCHOBY BHPIIIEHO BHMKOPUCTOBYBAaTH iCHYyroi
(bparMeHTH HAOOPIB JaHUX, LIO0 3HAXOIATHCS Y BIIKPUTOMY JOCTYI, HPOBIBIIH 1X
MOTIepeIHI0 0OpOOKY, OYMIIEHHS, a TAKOK arperyBaTH psiji aJalnTOBaHUX BHOIPOK
JUI HaJaHHS JaHUX OiMbImoOro OalaHCyBaHHS Ta pi3HOMaHITHOCTI. [ns 3aBmaHHS
BUSBICHHS OOTiB y SN, sKy IOUIGHO 3BECTH MO 3aBIaHHA KiacHUQikamii
BukopuctaHo Habip manux “PAN19 Author Profiling” [23]. Lleit Habip manux OyB
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CTBOPEHMI 3 METOI0 JONOMOITH BH3HAYaTH OHJIAHH-0OTIB KopucryBaduiB. Habip
naHux BKmodae 1o 100 myOmikamii pi3HHX KOPHCTYBAdiB y COINNBHIH Mepesxi
Twitter, a Tako) 1HAMKATOp TOTO, UM € JaHWK KopuctyBad Ootom. Habip nanux e
30anancoBaHuM. Jlnsl OIiHKM afekBaTHOCTI Ta TowyHocTi LLM 3a mum Habopom
JaHUX [OLITbHUM € BHKOPHCTaHHS MeTpuUK OiHapHoi Kiacudikaiii, Taki sK
accuracy, recall, precision, fl. [Iynis npoBeaeHHs eKCIEPUMEHTIB HaA MOMYIPHIMU
Ta HOBUMH LLM HEoOXimHO 3a0e3MeYHuTH JOCTYN J0 iXHBOro (yHKIIOHATY 3a
JIOTIOMOTOI0 MiAKIIoYeHHsT focTynmHuX API. IIpoBiBmm aHami3 ZOCTYIHUX BapiaHTIB
BCTaHOBJICHO, II0:

— Jlma mpompieTapHHX Mozeneil NOCTyn HaJaeThesl HaiJacTilme 3aBIIKH
CHeriatbHO po3pobiaeHuM it HuX AP mij 3aBgaHHS reHepanii TeKCTy.

— Jlnsa open-source Mopeneii MOXKHA OTPUMATH JOCTYII 3aBISKH IyONiYHUM
PETO3HTOpIsIM Ta peali3oBaHMM JpaiiBepaM IIATPUMKH IXHBOTO 3alydeHHS B
pobory.

— Jlns camocrtiitHOT po3poOKM MOBHUX MoJieliel HeoOXiTHO CTBOPUTH CBiif abo
BHUKOPHCTOBYBAaTH iCHyI0uHit (hpeiiMBOpK TpeHyBaHHs Ta akTuBarii LLM.

B pamkax [pOro IOCHiKEHHS HPUHHATO pIIIEHHS BUKOPHUCTOBYBAaTH Taki
moneni LLM (aganTyBaBmu ix mia Hame 3aaanus): GPT2, Bloomz-1b1 ta Mistral-
7B. GPT2. V mopiBHsHHI 3 HaiHOBimmMMHU MoaensiMu GPT2 mae 3HauHO MeHIIE
mapaMeTpiB Ta 3HAYHO MEHIIY 3JaTHICTH PO3YMITH TEKCT. AJie 4epe3 HEBEIUKHI
po3mip mozeni Oyno BupimeHno BukopucroByBatu GPT2 sk 6asoBuii "HympoBuit"
PiBEHB SKOCTI MPU MOPIBHAHHI 3 IHIIUMH MOJEISAMH, TOMY IIO ii pe3yabTaT poOOTH
MOXKHa IIBHJIKO OOYMCIUTH, IO CIpHsE peaiizaiii KOHIEMIT MOPiBHAIBHOTO
TectyBaHHs Mojeseil. Bloomz-1b1.

Lle open-source LLM mnpuiimae 61m3pko 1.1 Minbspa napaMerpis, IO BiJHOCHO
MaJio B MOPIBHSHHI 3 iHIIMMHU MojensaMu. Lle 3MeHmIye 11 moTeHIian 0 po3yMiHHS
TEKCTy, ane {i BUKOPUCTAHHS JO3BOJIUTH BUMIPSATH HACKUTBKM THYYKHMH 3aBJAHHS
BusiBieHHS 00TiB B SN MoxyTs Oyt LLM mnpu BiZHOCHO Mamiil KiIBbKOCTI
nmapameTpiB. TakoXk Iie J03BOJHUTH MPOBOAUTH JIOKANbHI €KCIIEPUMEHTH BiIHOCHO
MIBUAKO.

JlaHa Mo/ieNb CHIOYaTKy HaBYeHA JUIS aHaJi3y CeMaHTUYHMX IHCTPYKIIH y TEKCTi,
1[0 TOBOJUTH il JOIINBHICTh MPH aHaNi31 TEKCTOBHX MOCTIB PO3MOBHOI CTHJIiCTHKH.
Mistral-7B. Mouens 3 BigkpuTHM KoOaoM po3polbiena MistralAl.  mouens,
po3poOiena Ha BupimieHHs 3aBaaHb NLP 3 Bucokum piBHeM mpoayktuBHOCcTi. Ha
IyMKy aBTOpiB [24], Mistral 7B mepeBepurye Llama 2 13B 3a BciMa OI[iHOYHUMH
MOKA3HUKAMH, MOJIENIb BUKOPHCTOBYE yBary 1O 3TPYIOBAHHX 3aIlUTiB AIA OUIBIT
mBUAKOI TeHepalii, y MOeJHAHHI 3 yBaror A0 KOB3HUX BIKOH U1 e()eKTHBHOI
00pOOKH TOCITITOBHOCTEH MOBUTBHOI JOBKHUHU 31 3HMKEHOIO IIBHIKICTIO T€HEepailii.
Bukopucranas maHoi MoJemni O3BOJNUTH OUTBII penpe3eHTyBaTH chepy po3poOKu
LLM 3 BiAKpUTHM KOJIOM, B JJAHOMY BHIAJKy IIPEACTABISETHCS MOJIETDH OiJbIIOTO
po3mipy, Hik bloomz-1bl i 3 MoxiuBicTIO BKasyBat iHCTpykuii. st amamramii
MoieNiel JaHOi 3a7adi MPOMOHYEThCS BUKOPHCTOBYBATH KOHIEIMIIIO iHIYKTHBHOIO
tuny transfer learning (TL) 3 enemenTamu kpocmozgansHocri [11, 17, 25].
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Sxmo fwS : X =Y Oyne monepeaHb0 HABYEHOK MOJEIUIIO HA BHXITHOMY

Habopi mamnx D, ne w, c R° nosHauac D-BUMipHMH BaroBuii BEKTOp

mornepeaHpo miarorosiaeHoi LLM. BpaxoByroun 1iiboBuid Ha0ip HaHUX D , METOJT

TOHKOTO  HAJAIITYBaHHS MiHIMI3ye CTaHZApTHUH  HETaTHMBHUH  Jorapudm

MpaBaONoAi0OHOCTL L, (W) = i log p,, (Lt:) 32 JONOMOTOI0 CTOXaCTUYHOTO
i1

rpanientroro ciycky W(t +1) = w(t) -7V, L, (W), W, =W, fie 0 1ie po3mip Kpoxy

iv, L (W) mo3Hayae cTOXacTHYHY OLIHKY Tpajli€HTa BTPAT 3 BUKOPHCTAHHAM MiHi-

aKeTa JaHuX.
Takum YUHOM, TOYHE HaJlallITyBaHHS € OL[iHKOIO MaKCHUMAaJIbHO1

NpaBJONoiOHOCTI, Ha AKil 30cepekeno norapudmivnmit npiopurer Wi .

BukopucroByrour HaBeleHI BUIIE IependaveHi MOJEN, MU CKOpOYyeEMO dYac
HaBUAHHS TPEHYIOUHU TiJIbKH OCTaHHIHM IIap MOJENeH 31 3HaYHO MEHIIOKO KUTBKICTIO
3MiHHEX. lle moB's3aHO 3 THM, IO SAKIIO HE "3aMOpO3UTH" 3MiHHI MOIEPEAHBOL
MOJIENTi, TO B IIpOIleci HaBYaHHS Ha HOBOMY Ha0Opi JaHUX 3HAYCHHS 3MiHHHUX OYAyTb
3MiHIOBaTHCS (OCTaHHI map Oynae 3aloBHEHHH BHUIIAAKOBUMH 3HAUYCHHAMH), Yy
3B'SI3KY 3 MM MOJIEJIi MOXYTh JOIYCKATH BEJIWKI MOMUJIKH TIPH aHAIi31 TEKCTY, IO,
y CBOIO Yepry, CIPHYMHHUTH CHJIbHI 3MIHU BUXIIHUX Bar y rnependoadyBaHii MoJeli.

IepeBaroro mocrymy no BuOpanmx Mmoxeneir LLM 3a momomororo BHOpaHOTO
API € minTprMKa BHUKOPHUCTAHHS OOYHCIIIOBAJIBHMX MOXJIMBOCTEH KOMIIaHii, L0
Hanmae poctyn 1o LLM, ame memomikom mporo € pisHi URL-ampecu Ta dopmarn
3anuTiB 70 API 3amexHo Bif MOJITHKKA Ta 0OMEXEHb, 110 HAKIIaJal0ThCS KOMIIAHil,
o Hazaae poctyn 1o LLM.

Lle yckmamHIOE TIPOBENEHHS JOCIIIKEHb, T.K. HEOOXIJHO peanizyBaTd METOIH
3MiHCHEHHS Pi3HUX (HOPMATIB 3aIuUTy.

Hnst BupimeHHs 1wiei mnpoGiiemMu Oyj0 BHPIMIEHO BUKOPUCTATH CepBiC
OpenRouter. Lleit cepBic 103BoNsiE BUKOHYBAaTH 3alMTH A0 mpompieTapHux LLM,
BUKOPUCTOBYIOUHM €IUHUH iHTepdelic, He3ale)XHO BiJ] KOHKPETHOI Mojeni Ta
KOMITaHil, 1110 HaJa€e JOCTYI 10 Hel.

Jns oOpaHuX open-source MoJeNeid Oyno BHPIMIEHO aganTyBaTH ITyOJiYHUI
pemo3uTopiii AN OTpUMaHHS HaTpeHoBanmx LLM Ta naraceriB i HUX —
"Huggingface", a Takox 0i0mioTeKy, po3po0iieHy UM cepBicoM, "transformers".

3aBOSKM ~ JAaHOMY  PENO3HWTOPil0,  MOXJIMBO  BECTH  IH/JAEKCYBAaHHS
HaitnmonyssipHinmx LLM 3 gacom, 3a momomororo "transformers" 3abe3neuyerbcs
MOXIMBICTh  JIOKQJIBHOTO ~ 3amycKy Oinbpimocti Mognened  OesmocepenHbo 3
PETo3MTOpil0  3aBIAKH  CIeHiaIbHOMY IpOrpaMHOMY iHTepdeiicy mas  1x
BHUKOPUCTAHHA.

Ha ocHOBiI koHIeNmii MPOEKTy CTBOPEHO [iarpaMy BapiaHTiB BHKOPHCTAaHHS,
pe3yibTaT HaBeleHO Ha puc. 1. TexHidHa CTOpOHA BHUKOHAHHS JOCTiIKEHb

208



ADVANCES
IN INFORMATION-CONTROL SYSTEMS AND TECHNOLOGIES

BuOpanux LLM moperneii peanizoBana y BHIIISIII KIII€HT-CepBepHOi BeO-IOAATKA 3i
crpoIeHnM rpadiqHuM iHTepdeticoM KopucTyBaya.

Jlns  BHIpoBa/KEHHS OCHOBHOI (DYHKLIOHANBHOCTI PO3POOIEHOTO MPOEKTY
o0paHo MOBY mporpamysatHs Python Bepciit 3.7.12, 110 103B0JIsIE BAKOPHCTOBYBATH
3py4Hi KONeKIii JaHuX Ta iHTerpyBaTH 06i6;1i0TeKH 3 0OPOOKH Ta aHaJi3y TEKCTOBHX
naHux. st BOPOBa/KEHHS pAny (YHKLIOHAIBHHUX MOXIMBOCTEH Yy pamKax BeO-
IIporpaMy HEeoOXiZHO CTBOPUTH IHTEPaKTHUBHY B3a€MOMII0 MK KOpPHCTyBadeM Ta
BeG-CTOPIHKOIO, 3 II€F0 METOI BUKOPHCTaHa MOBa MporpamyBaHHs JavaScript. s
noOyoBM KapKacy Be0-3acTOCYBaHHS Ta HOKpameHHs poboru 3 BJl BupimeHo
BHUKOPHCTOBYBaTH (periMBopk Django.

Jns 30epiranHs JaHUX NPHHHATO PIIICHHS BUKOPUCTOBYBATH pensuiiiny BJ{
PostgreSQL, ctBopena B/l 3 4 Tabmump s 30epiraHHS METaJaHUX MPO MOJENI,
pe3yIbTaTH eKCIIEPUMEHTIB, HAOOPH TilleprapaMeTpiB i 1aTaceTiB.

s 3a0e3medeHHs OUIBII MPOCTOTO YHPABIIHHS 3AICKHOCTSIMH Ta BEpCIsIMH,
MOXJIMBOCTI 3aIlyCKaTH IPOIIOHOBaHy IDIaTGopMy Ha OaraTbox IuatdpopMax Ta
JIOTIYHOTO PO3IOJUTY apXiTEKTypH CHCTEMH BHpilleHO BUKopucToByBaTH Docker Ta
Kubernetes.

Scanning sources

(OpenRouter,
HuggingFace, etc) > — T
for available LLMs_ Save and update
e = < model records >

Includes Includes .~ —————==—""__
R testing

e T reac hdhililv if

Update LLM Includes —~—ap

database —

——— Set up configuration
combinations (model,
. Includes hyperpﬁlarnetera task)
({.-nmp"lr? ——
LLMs
Systemn I P — <Cumput

e metrics

Save the

Extencﬂs erformance changes

/ s with configurations
iew reports ory T— ==

— speaific LLM

T qn—.‘n:—-ral"" results

averview of > S s —
__models - WView how the
7 P
neludes i

L,E‘mr\ T View LLM prompt%
bt o — and outputs on specific
Run LLMs on tesis
custom data

includes = = T A custom LT
connection to the list of
== tracked LLMs _

C = i -
e — _____t-;»nenqs@mt records in EIED
7 Manage syster - e — =i
Admin G siate S ——~Ulew the state %
i __—Extend:
— _8pp serevices _

Pucynok 1. /liaepama éapianmie cmeopenozo npoexmy cucmemu

OcobmuBicTIO TpOrpaMHOi IMIUIEMEHTAIii MPOEeKTy € MUPOKUIl Iepelik
KOH(Irypamii 3amadi aHami3y TEKCTOBHX IIOCTIB AN BUSBIEHHS 00TiB y SN,
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iHTerpamis 3 mwiatdgopmoro X A OTPUMAHHS JOCTYIY 10 JQHUX BIIKPUTHX ITOCTIB
Ta st aproMaru3anii oninku LLM, a Takoxk (yHKI[IOHaT aBTOMaTHYHOTO TPEKIiHTY
MOJIeNIel Y BIAKPUTHX PEMO3UTOPIAX, 10 OOYMOBJIEHO paHille OMHUCAHOI0 3MIHOIO iX
SIKOCTI 13 PI3HUMH BEPCIIMHU.

Be6-101aToK BHKOPHUCTOBYETBHCS TaKUM YHHOM: KOPHCTYBau B3aeMOi€ i3
CHCTEMOIO yepe3 BeO-I0JaTOK, BiH MOXKE BHOMpaTH Pi3HI POYTH, KOXKEH 3 SKHX
Hajiae QYHKIIOHAN, HeOOXITHUHN JUTA 3a70BOJICHHS (DYHKIIIH KOpHCTYBaya.

[Ipomec excrepruMeHTYBaHHS NPOBOAUTHECS ABTOMATHYHO, CHCTEMa BHOHMpae
xoMOinanii LMM, koHdiryparniii i 3aBgaHb, y SIKHX CNiJ IPOBECTH €KCIEPUMEHTH,
30epiraroun oTpuMani pesyibraté Tabmuni b/, AxMmiHicTpaTop - KOpUCTyBad, SIKHK
MIPOBOJHUTH XOCTHUHT PO3p0o0ieHoi miatdopMu A MPOBEAEHHS EKCICPUMEHTIB y
PYYHOMY pexuMi, 3a1ai04n KOHQIrypamii, BAKOPUCTOBYIOUH Ta TECTYIOUH HOBITHI
MoOIeni Ta METOAM, BHocs4M MoauQikamii B  METOHOJOTii MPOBENEHHS
EKCIIEPHMEHTIB, a TAKOX PEelaryrouH BiIKPUTHHA KO pO3pOOJICHOTO BeO-10JaTKY.

Jliarpama KOMIIOHEHTIB CHCTEMH, 3aiSTHUX y IPOIIECi pO3rOpTaHHs, HaBe/IeHa Ha
puc.2. Kiactep CKIagaeTbCsi 3 HACTYNHHX EJIEMEHTIB (KOKEH BY30JI — OKpeMma
BipTyaJIbHa YM peajbHa MallIHHA):

1. Byson ympaBninasa. Ha npomy By3ii BHKOHYIOTBCS 3aBIaHHS, IOB'S3aHi 3
OpKECTpalli€ro 3aB/aHb, Iepelaueio MOBIIOMIICHb Ta yHpaBiiHHS kiactepoM. Came
BiH pO3Milllye eJIeMeHT ynpaBiiHHA KinactepoM kubernetes (“Control Plane”), cepep
Opoxepa moBimomiuenb Kafka mis xomyHikamii JaHUMH Ta MOBIIOMJICHHSIMH MiXK
OKpEMHMH aIUTiKaIlisIMA B KJIACTEpi, Ta cepBep opkecTpamii podir Apache Airflow
JUIL BUKOHAHHA 3aBJAaHb 3 TPEKiHTy Ta OLIHKHM MOBHHX Mozemnei. OCKITbKH Iel
BY30JI € HallBAXKJIMBIIINM Yy KJIacTepi, BUPIIICHO HE PO3MIIlyBaTH HA HBOMY TLIBKH
TO¥ KOJI, KMl B35ATO 3 NoBipeHux 0i6miorek (Kubernetes, Kafka, Apache Airflow).

2. Byson nocriittux B/I. Ha npoMy caidTi po3MilnyroTbcsi cepBepu 0a3 IaHUX,
HEOOXimHI JuIs KiacTepa. Po3Miiiyroud iX Ha OKpeMill MalluHi, J03BOJIUTH
ONTUMI3yBaTH IIeH BY30JI il TOCTilHe 30epekeHHS TaHUX.

3. Byzon BeO-cepBepa. Ha 1ipoMy By3:1i 3HAXOIUTHCS BeO-cepBep IS B3AEMOJIT
KOPHCTYBAUiB i3 CHCTEMOIO, a TaKoX MeToJ cTBopeHHs mnosimomienp Kafka (ue
HeoOXimHO s PYHKIIOHATY, Ie KOPUCTYBay BUMAara€ BUKOHAHHS TeHEepallil JesiKOt0
MOJIEILITIO).

4. By3ou TpekiHTy Ta OI[IHKH MOBHHX Mopeneil. Ha ipoMy By3:1i po3MiLIyroThCs
KOHTEWHEpH Ta METOJM BHKOHAHHS TPEKIHTB MOBHHX Mopeneil Ta ix ouiHku. [lo
TOTO K, Ili METOJIM 3aIyCKAIOThCsl BUKOHABIEM 3aB/aHb Airflow, skiio opkectpatop
BUpiIIye iX 3aIlyCTHTH, i BY30JI TaKOX PO3MIIIye METOJ CTBOPEHHS IIOBiJOMICHB
Kafka (ue HeoOxinHO 11 HyHKIIOHANA, [Ie MOTPIOHO 3aIPOCUTH CTBOPEHHS TEKCTY).

5. Byson 3amycky MOBHUX Mojeneil. Ha By3ii po3MilytoTsCsi METOIM TeHeparii
TEKCTy MOBHHMH MOJEIISIMH, a TaKOX MeTox oTpuMaHHs mosigomiens Kafka mpo
reHepalliio TeKCTY.

6. Iurepner. Kuactepy HeoOximHo Matu JocTynm 10 IHTepHery uist
0OCIIyroByBaHHsl 3alHTIiB KOPHCTYBadiB, 3HAXOMKEHHS Ta TPEKIHTy MOBHHX
Mojienield, a Takox mocwiaHHs Ha API 3amuTiB Ha reHepamnilo TEKCTY [UIS OLIHKH
MOJIEJIEH.
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7. Xoct. Bysny kepyBaHHSM KllacTepa HEOOXiTHO MaTd JOCTYN JO XOCT-
MAIIIUHH, 3 SIKOi BiH OTPHIMYyBAaTHME KOMaH/IU 3 KEPYBaHHS CEPBEPOM.

Clustes, e _——A
p— —
Persistert Datahase
Wb !Ir\;sr |
Database -
aties 5] |
— — Generation Request
E Producer i
warfilacts
LLM Databizse )
+

aarffs
Generaticn Request
Producer

eariiiacts
KBS Cantrol Plane

a1}

eamgens arifacts

= I Evaluation Runner Model Tracker

eanitacts
Hafia broisr

£ [ &1

Hirfiow Scheduler st
Ariow Worker

anittoees = L v
Ganoration Requost
Cansumer

ot

sarifacn
LLM Runner

Pucynox 2. [liaepama nocrioognocmi 0iii cucmemu

st cTBOpeHHS cucTeMu OyIlo BHPIIIEHO B MEPIIy Yepry pearizyBatu 4 roJ0BHI
CTOPIHKH, TIO BiANOBINAIOTH (PYHKIIOHAJHHUM BHUMOTaM: CTOPiHKa 3 HaBIralli€ro,
CTOpIHKA 3 MeperisioM MeTpuk KoHkpeTHoi LLM Ha 3amadax aHamizy TEKCTY,
CTOpiHKa 3 meperagoM Biamoigedd LLM mono Habopy mocTiB mns 3amadi
Kiacudikanii, CTOpiHKa 3 MOXJIMBICTIO BHECEHHsS KOPHCTYBayeM MAaHHMX II0J0
3aBJaHHs Ta OTPUMaHHs pe3ynbrariB pobotu LLM. JlaHi CTOpiHKH 103BOJATH
OTpUMATH KJIIOYOBI pe3yslbTaTH OLIHKM POOOTH MOjeNel i BiANOBiIAaTUMYTh 3a
OinmblIy KinbKicTh iH(OpMalii, sSKy MOXXHa BimoOpasuTH y 3BiTax. 3a LUMH
BuMoramMu Oyno po3pobneno Mokam inrtepdeiicy (puc.3, 4). Jlnst 30epexeHHs Ta
YIpaBIiHHS JaHUMH BHUpIIeHO po3podutn 6a3y manmx (bJ]) Ha 6a3i BUKOpUCTaHHS
NoSQL miagxony, skuii Ha BiAMIHY BiJ pensiifHOi 6a3u, € JO3BOJUTH MAaTH OUIBIITY
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PHYYKICTh CTOCOBHO CTPYKTypu BJI mim 4ac po3poOKH, IO JOTMOMOXKE Y BHIAIKY
3MIHH BHMOT Ta CTPYKTypH mpoekty. ¥ sikocti CYB/] 6yi0 o6pano MongoDB uepes
i BENIMKY MOMYJSIPHICTh Ta HAsIBHICTh JJOKYMEHTAJIFHOTO MaTtepiaiy.

AWeb Poge

QO X Q) G

) € O

Havigation

Modo smaction
- Fscte 1
- Model &
- Model 3

Metrica far Magel 1

Filter renuits by exme

) o |

* Thars mare probleme during experimaniation

Tamk 1 metric 1

Task 1 metric 2

Task 2 et 1

Tosk B matrio 2

Pucynox 3. [Ipomomun inmepgeiicy 20106HOI CMOPIHKYU cucmemu

A Web Page

(:'\:> XG http: /i

—_J1&)

Navigaotion

Liet of LLMz and configurations to compare Select o specific test {out of ##24#)
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Model2 : config
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— Taat results (example for Reading C TEiEn)
— Task detoil et —
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Answer One (4 times)
Answer Two (1 time)
Answer Thies (€ times)

Model2 id : config
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bttt i daniAd Sl S -t
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Anzwer One (1 times)
Answer Two (2 time)
Answer Thres (1 times)

L

Pucynox 4. Ilpomomun inmepgheticy cmopinku 3 nepe2isioom pe3yibmamie pooomu

LMM na mecmax
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CrpykTypa 0a3w IaHWX JUIS 3alpolOHOBaHOI IUIaTPopMu Ta iX eBayarii
300pakeHa Ha giarpami (puc.5).

H Models
(] source { string } 00 _id { Objectld }
w onl=s { String } ] date {Date}
W L= { string } (5] finished {Boolean }
L first_tracked_on {Date} o too_expensive { Boolean }
@ D LIEEELAT el o model_id { Objectid }
w tracking_histery {Array } iterations { Integer }
(+] parameter_count { Integer } ) config { Dictionary }
notes { Dictionary }
-] Tracl(mg Record \
w task_type { String }
(] _id { Objectid }
metrics { Dictionary }
@ date { Date }
L] outputs { Array }
[+] hf_inference_api_supported { Boolean}
[*] available { Boglean }
@ context_size {Integer }
(+] price_prompt { Double }
w price_completion { Double }
[+] prompt_limit { Integer }
[+ max_tokens_limit { Integer }
(] _id { Objectid }
(5] input_code { String }
() model_output { String }
w interpreted_output { String }
1] comect { Boolean }

Pucynox 5. Cmpyxmypa xonexyiii cmeopenoi BJ[

CrpykTypa 6a3u JaHUX PO3MOJIJIEHA HA JaHI YaCTHHHU, MOYHHAIOYM 3 KOJIEKIIT
MOJIeNei, sIKa CKIIAaeThCs 3 HACTYITHUX MOJIeH He 3Bakatuu “_id”:

1. Source - mxepeno 3 SKOTO € JOCTyH 10 s3ukoBoi Mmoxerni. Llelt mapamerp
HEOOXiTHUH I BU3HAUEHHS TOTO, SIKUM CaMe METOIOM OyJe BUKOHAaHa TeHeparlist
TEKCTY..

2. Owner - KOMIIaHHS 91 KOPHUCTYBAY, SIKMI HaJla€ JTOCTYTI IO MOJEII

3. Name - Ha3Ba Mozeni.
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4. First_tracked_on - mara, xomu cuctema Briepiie 3IifiCHUIA MEPIIUH TPEKIHT
MOZeT.

5. Last_tracked_on - mara, konu cucteMa BIieplie 3iHCHIIA OCTAHHIN TPEKiHT
MOZEI.

6. Tracking_history - MmacuB 06’€kTiB 3 3amicaMu O TPEKIHTY MOJIETI.

O0’€KTH 3aIHCIB TPEKIHTY:

1. Date - mata cTBOpeHHS 3aIHCy TPEKIiHTY.

2. Hf_inference_api_supported - 4u migTpumye Moxenp BukopuctanHs API
Huggingface nnst renepanii TekcTy (Mae CEHC JIHIIE y BHIIAAKY KOJIH JDKEPEIOM €
huggingface).

3. Auvailable - uu € moctyn 10 Mozeni y3araii.

4. Context_size - MakCUMaJbHUN PO3MIp KOHTEKCTY SKHIl MiATPUMY€E MOJIEIb.

3anuc eKkCepuMeHTY:

1. Date - nata no4aTtky eKCIEPHMEHTY.

2. Finished - une ekcrieprMEHT 3aBepUICHUM.

3. Too_expensive - uu GyB CKCIICPHMCHT 3aBEpIICHHI Yepe3 IMEepEBHILCHHS
JMITY Ha [iHy reHeparii.

4. Model_id - ID s3ukoBoi Moneni, Haa sKOW OyB TPOBEACH TaHHM
EKCIICPUMEHT.
5. lterations - Ha paHuii MOMEHT HE BHKOPHUCTOBYEThCS. Moke OyTH

BUKOPUCTAHHUI AJISl TO3HAYEHHS KUTBKOCTI iTepauiii HaJ HaOOpOM HaHUX, Y TOMY
BHUIMAJIKY JIe LI¢ PEJICBAHTHO.

6. Config - cnoBHuK, Bu3Hauarounit KoH(Irypairo ska Oyja BUKOPUCTaHA ISt
reHeparii TeKCTy.

7. Notes - cnoBHHMK, HE BHKOPHCTaHWH Ha JaHMH MOMEHT, aje Moxe OyTh
BUKOPHUCTAHHMH JJIs TO3HAYECHHS CIIELialbHUX 3aMiTOK.

8. Task_type - mo3nauae TWI 3a1a4i HaJ KO OYB NMPOBEIECHHH BiINOBIIHMI
EKCIIEPUMEHT.

9. Metrics - CcHOBHHUK 3 MeTpPUKaMH, SIKi OI[HIOIOTH SKICTh MOJen B
3aBEPIICHOMY €KCIIEPIMEHTI.

10. Outputs - macwB 3 [ETaJbHUMH pE3yJbTaTaMH POOOTH YCiX MOBHEBHX
Mozenei.

3anuc pe3ynbTary poooTH MOJCi:

1. Input_code - kox, sikuit iteHTH(IKYE KUl caMe 3aIiC 3 SKOro Habopy AaHHUX
OYB BUKOPHMCTaHHMH JUIs TeHepalil OTPUMaHOTO TEKCTY.

2. Model_output - Tekcr, sikuit 6yB 3reHepOBaHHIA MOIEILIO.

3. Interpreted_output - Te, sik 3reHepoBaHuMil TEeKCT OyB iHTEpIpPETOBAHUI MPU
OIIIHKA MOJIeNi (HalpHKIal, 3TeHepoBaHnil TekcT “(A)” B 3a1adi Ha BHOIp BapiaHTy
BIJIIOBiTi Oy/ie IHTEPIPETOBAHO SIK “A”).

4. Correct - un 30iracThcsl iIHTEPIPETOBAHUI PE3YJIBTAT 3 OUIKYBAHUM B TAHOMY
TECTi, SIKIIO 1€ aKTYaJIbHO.

[ToTpiOHO BpaxyBatu Te, mo B obOpaniii NOSQL 6a3i manux (“MongoDB”)
00’€KTH 3aIUCiB TPEKIHT'Y, EKCIIEPUMEHTIB Ta BHBOJIB MOJENEH MOXYTb OyTH SIK
OKPEMHMH KOJEKI[isIMH, TaK 1 YaCTHHAMH I1HIIOrO 00’€KkTa (HATPUKIIAMA, 3aIiCh
TPEKIHT'Y MOXKYTh OyTH YaCTHHAMU 3aITHCY S3UKOBOT MOJIENI).
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Ha manmii MOMEHT, JUIi THYYKOCTI po3poOKH Oyi0o BHPIIIEHO CTBOPUTH [IBi
OKpeMi KoJIeKIii - MoJiesield Ta eKCIIepHMEHTIB, 3 BOYZOBAaHUMH 3aIllHCAMU TPEKIHTY
Ta BUBOJIB MOJEINEH.

[IpoeKT cTpyKTypOBaHuil 3a KaTajJoraMu Tak:

— experiment_running, 1o MiCTUTh MPOrpamMHy JIOTiKY IMITIEMEHTALT IPOLIECY
3ammycky moaeneit LLM;

— frontendapp, MicTHTh pearnizaliifo MPOIECiB 3aBAHTAKCHHS Ta BiOOPaXKECHHS
naHux B iHTepdeiici kopucTyBaua 3a pisHUMH poyramu udepe3 RESTAPI 3anmtu.
Mictuth migkatanorn migrations ta templates nuist 36epiradsst CKpUNTIB BUKOHAHHS
Mirpauii garux y BJ] ta html cropiHok po3miTku ysIBIICHB;

— llpfrontend, wmictute mnporpamHy JOriKy poGOTH CepBiCHUX (yHKIii
¢peiimBopky Django st 6a30Boro ()yHKIiOHAy POYTHHTY Ta CIUJIBHOT pOOOTH
aJMIHICTPaTUBHOI ITaHeli;

— model_running, iMIUleMEHTYe KIKOYOBHI  MporpaMHUil  (YHKI[OHAT
3abe3nedyeHHs npouecis modynosu Moneneit LLM, 3aBanTaxxeHHs HaOOpiB HaHHX Ta
iX PO30HTTS Ha HaBUAIBHY Ta TECTOBY MiABHOOPKH, JEMAaTH3AI[I0 Ta TOKEHI3aLilo,
HOpMaJli3alilo JaHuX, (OPMYBaHHS OKPEMHX IPOMITIB, (YHKIII 3BOPOTHOTO
BUKIIUKY IJIsI 0OpOOKH Ta 30epe)keHHs MeTpHK OLiHKM Moxeneid LLM mpu necepi
mo0y/I0BI;

— model_tracking, peanisye (yHKIiOHAT BIiJCTEXEHHS 3MiH y METPHKaxX
(hopMOBaHHX MOJIETIeH;

— mongodb, micture xoHpirypamito moGymoBu cxemu BJI mis 30epiraHHs
naHux npo LLM.

JeranizoBana cTpykTypa (aiimiB y makerax NpOeKTy CHCTEMH HaBeleHa Ha
puc.6.

OkpeMo cIii 3a3HayuTH, 10 Oa3oBa Oi3HEC JOTiKa POOOTH CHCTEMH 3
YIpPaBIiHHA TOTOKAMH Ta PEHAEPHUHIOM JaHHX Yy paMKax 3allycKy BeO-monarka
3HAXOAMTHCS B Karano3i frontendapp, y tomy uwmcii ¢aiinu, mo reHepyrThCs mpu
imimiamizanii mpoekty: admin.py, mpu3HaYeHWH UL agMiHICTpATHBHHUX (GYHKIIIH,
30KpeMa IS IPOLEAYpH peecTparii MoJIeNei, Ski BUKOPHCTOBYIOTECS B iHTepdeiici
azMiHicTpaTtopa;  apps.py, BH3Hauyae 0a30By KOHOIrypalii NporpaMd Ta HE
cTaHJapTHI mapamerpu ii 3amycky; models.py, 36epirae BU3HAueHHS MOJENEH, sAKi
ONUCYIOTH JIaHi, 10 BHUKOPUCTOBYIOTHCS B JIOAATKYy; tests.py, ommcye MomyibHi
TECTH MNPOrpamMu, MOKH, CTabW Ta 3ariyIniku; Views.py BusHauae (QYHKIGI, sKi
OTPUMYIOThH 3aIIUTH KOPHCTYBadiB, 0OpOOIIAIOUH iX 1 MOBEPTAIOUN pe3ybTaT depes
cepaep.

3anyck (aiiny 37iCHIOETBCS B KOMAaHIHOMY PSIKY 4€pe3 MEHEKep IMakeTiB
pip. IlepepaxoBaHi 3aJeKHOCTI, [0 BUKOPHCTOBYIOThCS IS mabioHu3alii (jinja2),
inTerpauii koxy (Jupiter core, ipython Ta iH.), migkmroueHHs Ta B3aemonii 3 Bl
(pymongo, sqlparse Ta iH.), 00poOku maHuX, 00'ekTiB Ta pe3ynbrartiB podoru IHC
(keras, tensorboard, torch, huggingface Ta iH), MATPUMKN aCHHXPOHHHUX 3aMHTIB Ta
aBTOMaTH3allii po3ropraHHs MpoekTy (async-timeout, executing, pyyaml rta in),
aHaJi3y Ta BUBEJCHHS JaHHX (numpy, pandas, matplotlib Ta iH), a Takox 6i0ITi0TEKH
YTHIITapHOI CPSIMOBAHOCTI (KEITyBaHHS, aCHHXPOHHICTH) Ta iH).
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~ EXPOTIMENt_InMning
i py
A adboc_expeniment_ oy
deployment.yam!
L% Dockertile

L exporimeont_toskpy

~ frontendapp
- migrations
it py
v templates
~ fontendapp

wis base ntmi

iy Dl _resuilts_uinteni

o Custom_inference_page.htmi
o Incdox.htmi
i Multiplication_rests_urhtmi
i palette gy
s e femity, i e
s H0Qle, MOdes_ Qraphs. padge Hmi
s LS resuns himi
N py
5 adminpy
& Apps.py
fake_run_data py
s frontond_data_handling sy
A inferenco_unner.py
modeinpy
testepy
urkspy
Views. oy
- lpfrontend
_init__py
asgi.py
settings.py
urls.py
wsgipy
~ model_running
_init__py
cost_callbackpy
data_handling_for_experiment_running.py
eval_results_callback.py
model_runner.py
prompt_constructor.py
run_config.py
runnable_model_data.py
task_type.py
— model_tracking
_init__.py
db_connectornpy
deploymentyaml

Dockerfile
driver.py
models_scanner.py
tastpy
test_apipy
~ mongodb
mongo_setup.yaml
Pucynox 6. [Jemanizoeana cmpykmypa ¢aiinie y nakemax npoexkmy cucmemu
B paMkax mpoekTy cpOpMOBaHO MEXaHi3M aBTOMATHYHOI €KCIEePHMEHTaIbHOL
ominkd LLM, Ta y maHomy poszmimi Oyno oOmMcaHO OJHY IiTepaliio JaHOTO

anroputMy. Moro metoro € orinka LLM Ha nmesikiit 3amadi, Ta 30epeXeHHs] METPUK Y
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6a3i manux. [Ipm po3pobui amropurmy, Oyno BH3HAYEHO AEKiUIbKa (akTOpiB, SKi
HeoOxigHo BpaxyBatu: 1.HeoOXimHO NPOBOANTH €KCIIEPUMEHTYBAHHS HA KOXHIN
LLM nepionnuHo, 6o, six Oyino 3a3HayeHo paniuie, LLM MoxyTs OyTu oHOBiEHI 3
gacoM. lle ocobmmBo crocyeTbes mpompietapHux LLM, mpo oHoBneHHS sKuxX
KOMIIaHis-pO3poOHUK MOke He 00’siBisaTH. 2. HeoOXiAHO MiAroTyBaTH 3amHTH 10
LLM (xombiHarist iHCTpYKLilf Ta TEKCTy CTOCOBHO KOHKPETHOI 3a/adi) BiANOBIAHO
no ocobmuBoctedt LLM. Hanpukman, meski Mojeni ONTHUMIi30BaHi JO BUKOHAHHS
IHCTPYKIIH y 3amuTi, SKIIO Ii IHCTpYKWii Oynu BuaineHi neBHUM 4uHOM. Yepes 1e,
IIpU CKJIQJIAHHI 3alMTIB A €KCHePHMEHTY, HeOoOXiZHO BpaxoBYBaTH OCOOJIMBOCTI
IMEBHOI MOJEN Ta BIANOBiAHMM dYnMHOM ckiazath 3anuT.3. HeoOximHo
po3paxoByBatu HiHy. 4. HeoOximHO BpaxoByBaTH Te, mo pizHi LLM MaeTs pi3Hi
MeToau iX BUKOHaHH:A. ToOTo, Mana open-source LLM Mmoxe OyTu 3aBaHTa)keHa Ta
BUKOpPHUCTaHa JIOKaNbHO, ToAi sk Oimpmia LLM Moxe OyTH BHKOpHCTaHA depes3
crenianbHUi cepBic, a mpompietapHi LLM MoxyTs OyTH BHKOPHCTaHI JUIIE Yepes3
nesiki crneriamizoBaHi API. UYepes me, HeoOXigHO 0oOMpaTH METOZ JIOCTYNy B
sanexHocti Bim LLM. 5. HeoOxigHo po3paxoByBaTW BapTiCTh BHKOHAHHS
EKCIIepUMEHTY, Ta 3BipsITH i 3 TOMYCTUMOIO I[IHOIO.

4. TocaimzkeHHsl po0OOTH cCMCTEMU

VY rtabmuii 1 mpeacTaBieHI METPUKH JJIs 3aBJaHHS BU3HAueHHsS OoOTiB B SN
1b1, mistral-7b i 6e3 HBOro (B OCTAHHLOMY BHUIIAJKy pe3yibTaTH Oyiu B 3-4 pasu
ripiie B MOPIBHSIHHI 3 aJaTOBAaHUM BapiaHTOM ). Bynu npoBesieHi eKCEpUMEHTH 3
JIBOMa THIaMH 3anuty (“prompt type”) - Tum 3anuty “with explanation” y sxomy €
MOSICHEHHS IOJI0 TOTO, SIKi MmyOuikalii 3a3Bu4ail poOisATs 60TH (peKIaMHi MMOCTH,
MTOBTOPIOBAHI ITOCTH, TIOCHJIAHHS Ha HOBUHH, a00 HA/JITO MOHOTOHHI TIOCTH), Ta 3aITUT
“without explanation” y skoMy HeMae NaHOTO MOsSCHEHHS. Po3Mip IOMOBHEHOTO
Habopy naHux ckiaagae 6760000 3amuciB. AHANi3yIouM OTpPHMaHi pe3yNbTaTH,
MOYKHa 3pOOUTH BHCHOBOK, 110 pi3Hi LLM MaroTh 3Ha4HO pi3HY SKiCTh HE3aJIEKHO
Biz 1X po3mipy. Hampuknan, 3a merpukoro Recall Bugno, mo bloomz-1b1 Bimznauae
KOPHCTYBaYiB sk OOT yacTille HiX iHIII, TOMy il He Mae CeHCY BUKOPUCTOBYBaTH Ha
MPaKTHUIl, TOMI K MOJenb mistral-7b, sika mMae TOil ke po3Mip, BHSABHIA 3HAYHO
Oimpmry TounicTe (Oimpme 0.9) sk kmacudikarop OotiB. Takoxk mistral-7b 3a
METpPUKAMH BiJIIOBia€ KpamuM pe3yiabTatam, HiK gpt2 i bloomz-1bl, mpu umpomy
Maibke B 7 pasiB Oumbme bloomz-1bl. Aramizyroun merpukn BMM, mo Haitbinbm
SKICHO BIOpaIHMCS 3 JaHUM 3aBaaHHaM (mistral-7b i bloomz-1bl), 3pobiaeHo
BHCHOBOK, III0 TOYHE 3HAXO/DKCHHS OOTIiB B OHJIaWH-Mepexax 3aBasku LMM
MOXJIMBO MPOBOAUTH, IPOTE A LIbOI'O l'lOT'pi6HO TOHKE HaJIAlITYBaHHSA Ta
nepenoOpoOka JaHWUX JJIsi OTPHMaHHS OLIBIIOrO CTYNEeHs aJeKBaTHOCTI Ta
y3araJibHIOK0Y01 3J[aTHOCTI MOZEN, NPH 1bOMY YyTIMBICTh BHKOpHCTaHux LLM no
pAmy rineprapaMeTpiB y pasi MPOBENCHUX eKCIIEpUMEHTIB HeBenka. ToOTo. 1mij Jac
(dopMmyBaHHS MoOJeNel TOIMEPeAHBO CIiJ TEepPeBipUTH MdaHI Y3ropkeHictb. Ha
JIOIATOK HarojOCHMO Ha TOMY, LIO HAsBHICTb y 3alUTi MOSCHEHHS TOTO, SKUMH
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3a3BuUail € myOmikamii BiJ akKayHTiB-0OTiB, HEraTHBHO BIUIMHYJA Ha skicth LLM
yciM MeTpukaM. Tomy 3po0J€HO BHCHOBOK, IO NMPH IHXKUHIPHHTY 3aIUTIB CIIiJT
BpPaxoOBYBAaTH T€, IO HOBUH 3MiHEHHMH (opMaT 3amuTy MOXKE MOTIPIIUTH SKICTh
LLM, HaBiTh AKIIO BiH Mae€ AoAaHy iH(GOpMAaLil0 3 HaMipOM MONIMNIIUTH SKICTh
MOJIeNi, TOMY HEOOXiZIHO MPOBOAUTH OKpeMy MpOLEAypYy OLHKH HOBUX (hopmartiB
3anuty. [Tepauis moka3HUKIB Bizyamizauii Ha moaeni GPT2 HaBenena Ha puc.7.

(Graphs for task "Bot Detection”

Matrics

Pucynox 7. Imepayia noxazuuxis eizyanizayii na mooeni GPT2
Ta6auns 4
Pesynbrati metpuku LLM o0 3aBnanns inentudikauii 6otis y SN

LMM Prompt Type Recall Precision F1 Accu-  Unfit
racy Answe
rs

gpt2 Without Explanation 0,87 0.66 0.22 0.75 15
gpt2 With Explanation 0,84 0.64 0.26 0.73 10
bloom  Without Explanation 0.79 0.79 0.31 0.7 25
z-1b1

bloom  With Explanation 0.77 0.78 0.28 0.72 23
z-1b1

mistral ~ Without Explanation 0.95 0.9 0.14 0.92 2
-7b

mistral ~ With Explanation 0.93 0.87 0.12 0.91 3
-7b

Ha puc.8 HaBemeno pesynbTarT meperyisity (parMeHra IOCTIB OJHOTO 3
KOPHCTYBadiB (3aIUCiB aTacera), KO MOJIeb BU/IAE Pi3HI KJIAcH B 3aJISKHOCTI BiJ
JOBXKHHU Ta 3MICTOBHOCTI 3aIIHTY.
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User's post histary (user ID = 104eee2839f69f59af377fec70eaaf7h):

& T Security Analyst: IT Security Analyst — Berkshire — Permanent — SOC, Threat, vulnerability, SIEM, risk,
malware Outsource UKs cyber team have an exciting opportunity for an IT Security Analyst to join an
organisation that are currently insourcing... https://t.co/sKOc98Plad

CRM Developer ( Dynamics): | have an immediate requirement for a Dynamics CRM Developer to join my
client on an initial 6 month contract (Outside of IR35) . You will be working on a major Dynamics 365
project for a leading organisation based in... https://t.co/NEwKWpVel5 https://t.co/mTiplar3v4

* The election overseer for critical Palm Beach County says there is no way the recount for 3 races will be
finished by Thursday's deadline: The election overseer for a critical county in Florida confirmed to CNN on
Sunday what observers in both parties... https://t.co/aXmntXQhBN https://t.co/Vol9MzVkpQ

Software Engineer - C++ / C# [ UML: Software Engineer — C++ / C# / UML - Various Levels Commutable
from Uxbridge / Slough / Watford / High Wycombe / Staines / Twickenham A market leading Global
manufacturer is seeking to recruit a Software Engineer to... https://t.co/wA0S8fmgZU
https://t.co/RmSKLPX8ME

Pucynox 8. llpuxnao nybnixayii 6oma, 3i6panuil y Habip oanux
KopucTyBau, TEKCT SKOTO HaBEICHO BHINE, HA CaMOMY MicCIli € OOTOM, YacTo
myOJIiKye TOCTH - BakaHCii Ha poOory Ta moctu Ha IT Temarmky. MosinBo
MIPUITYCTHTH, IO JaHUH KOPHCTYBad € poOOTOM iHIIOT KOMIAHII JUIsI PEKpPyTHHTY
HOBUX CIIBpPOOITHUKIB 1 He Mae HeratmBHOro edekty B pamkax SN, T.k.
KOHTPOJIOEThCA CHiBpOOiTHUKaMU opraHizamii. Monens GPT2 knacudikysana
JaHUH KOPHUCTYBad sIK 00Ta 3 BIEBHEHICTIO Ha 77%, bloomz-1bl 3 88%, mistral-7b 3
94%. V upoMy mpUKIaAi MOXKHA HATJISIIHO TOCIIANTH HPABUIBHICTH pOOOTH MOeli
LLM 3a knacu¢ikami€ro TEKCTy KOPUCTyBada SK HalexHOro Ooty. lle MoxHa
MOSICHUTH TUM, IO 3aBAaHHs (opMaizauii B 3anMTI onucye myOuikanii MOCTiB Bif
OOTIB SIK TaKi, sIKi MICTATB SIBHY pekiaMy (y TOMY YHCII MTOCHJIaHb), IOBTOPIOBaHI Ta
ONM3BKi 32 KOHTEKCTOM (pa3u B MOIITAX, 3arOJIOBKM HOBHH Y PI3HHX peecTpax 3
BUKOPHUCTAHHSIM BHCOKOPEJIEBAaHTHUX aHKOPIB ab0 3aHaATO 3By4aTb. MOHOTOHHO,
0e3 BH3HAHb 3MIHM TOHAJIBHOCTI TekcTy. CiiKyiiTe TakoXk 3a TUM, m00 OimbIra
YacTHHA ITyOJiKalliii Bif3HAUMIa TOCTH Bifl JaHOTO KOPUCTyBada 3BY4YaTH OUIBII
€HepTriiHO.

5. BUCHOBKH

VY pe3yipTaTi MpoBENEHHUX IOCHIIKEHh BUKOHAHO 3aCTOCYBAHHS Ta aJamTallis
iCHYIOUHMX OUTBIINX MOBHHX MOJENeil Uit OOpOOKH Ta iHTENEKTYyalbHOTO aHalli3y
PI3HOMaHITHUX TEKCTOBHX OUTBIIUX OOCSTIB NPH BHSBICHHI OOTIB y COIIaJbHUX
Mepexxkax. Po3poOneHe BeO-pHUKIANEHHS JMO3BOJSIE IIKIIOYATH, BHOHpPATH,
BificTexxyBaT oHoBJeHHs1 B API Ta amantyBatu BuGpani LLM st BXigHuX HabopiB
JaHUX, ABTOMATH3YIOUM BCi €Tamy aHamizy AaHUX B OKPEeMHX MalIiaiiHax 3a
nonomoror AirFlow Ta iHmmx TexHosorii. Axanrosani Ha 6a3i TL moneni GPT2,
bloomz-1b1, mistral-7b B winomy ycmiuiHO CHpaBISsIFOTHCS i3 3a7a4aMH BHSIBICHHS
6otiB y SN 3a iX TEeKCTOBHM IOCTaM, HAHOUIbIIA TOYHICTH JOCATAETHCS MOJEILTIO
mistral-7b 6e3 ¢yHKuii BHOaYM MOSCHEHb. BHXOIIYH 3 OTPUMAHUX PE3YIIHTATIB
JOCTI/KEHHS, MO)KHa 3pOOMTH BHCHOBOK IPO T€, IO HAsBHICTh JOAATKOBHX
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TIOSICHEHb IIPU aHAJIi31 arperoBaHUX Pi3HOPIAHUX TEKCTIB KOPHCTYBAUiB, 0OCAT SIKMX
MIEPEBHUIIYE JOBXKHHY OKPEMOTO MICIl, 4acTO HaKJIamae JOJAaTKOBI OOMEXeHHs Ha
poboty ANN, oOMexyrouH iX y3araibHIO4Y 34aTHICTE. Y pa3i BiICYTHOCTI JaHOTO
nmapamerpa pobora mozeni ANN e Ginbll cepelHbO3B’sI3aHOI0, OAHAK LeH edexT
MoOJKe OyTH NOB’sI3aHMH 31 cIIeNU(PiKOI0 BUKOPUCTOBYBAHOTO HAOOpy AaHUX.

Y nojanpIioMy paliOHATPHUM IUISXOM IOCHIIKEHHA € eMIIPHYHHN TOIIYK
CTYIIEHIB BIUIMBY MJaHOTO MapamMerpa Ha poOody MoJenb 1 BHSBICHHS HOTO
BIZTHOCHOTO 3Ha4YeHHS B OBUIBHIHN (hopMi 3 ypaxyBaHHsM migxoxy TL.
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AN INTELLIGENT SYSTEM FOR ANALYZING AND DETECTING
TEXT BOT CONTENT OF GREAT IMPORTANCE IN SOCIAL
NETWORKS
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Abstract. The paper addresses the challenges of analyzing and processing large
volumes of heterogeneous natural language texts for the task of detecting bots on
social networks using deep transfer learning methods, specifically large language
models. It provides a detailed analysis of the specific characteristics and key aspects
of structuring, processing, and analyzing text content, substantiates the relevance of
the problem, and reviews existing approaches in the scientific literature. The paper
highlights the advantages and potential applications of artificial neural networks
and machine learning for automating the analysis of social network user posts. A
description of the dataset selected for research is provided, along with a justification
for the choice of artificial neural network language models, and an explanation of
the use of transfer learning to adapt these models for bot detection. The technical
tools and services employed to implement the functionality of the developed web
application are described, and object-oriented models of the system are developed
using UML, including use case and component diagrams. The software functionality,
prototype pages, and graphical user interface are also outlined. The paper presents
experimental results of the selected language models on an extended dataset, tested
in modes both with and without text explanations. It analyzes the performance of
adapted neural network models at a given stage, identifies the specifics of their
operation, and suggests promising directions for further research and development
to address the identified issues.
Keywords: Intelligent data analysis, text classification, social networks, text
analysis, natural language processing, software development, bot detection, big data
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VK 004.8

IHTEJIEKTYAJIbHU METO/I BUSIBJIEHHS LIJIbOBUX
OB’EKTIB IIPEJMETHOI OBJIACTI 3A TIOKASHUKAMU
CEMAHTHYHOI 3B’SI3HOCTI JIJISI KJTACU®IKAILIL
TEKCTOBOI IH®OPMAIIII

Ph.D. O. Ma3sypeus ORCID: 0000-0002-8900-0650
XmenvHuyvkui HayionanbHuil yHieepcumem, Ykpaina
E-mail: exe.chong@gmail.com
P. Bitr ORCID: 0009-0009-6958-4730
XmenvHuyvkuii HayionanvHuil yHigepcumem, Yxpaina
E-mail: vit.roman.vit@gmail.com

Anomauia. Posenanymo iHmenekmyanvHuil Memoo  GUAGNEHHA  YITbOBUX
00 ’exmie npeomemuoi 0b61ACmi 3a NOKASHUKAMU CEMAHMUYHOL 368 S3HOCMI, SAKULL
npusHawerul 01 agmomamusayii npoyecy i0eHmu@ikayii KIouo8ux elemMeHmis y
BENUKUX MACUBAx mexkcmosux oOanux. Pospobnenuti memoo eiopizHsemvcs 6i0
ICHYIOUUX YPAXYBAHHAM KIHOUOBUX Ci6 MA IMEHHUKOBUX CYMHOCMeEU NpeoMemHoi
obnacmi, wo 0ano 3mo2y NiOBUWUMU TOYHICMb BUAGIEHHA YITbOBUX 00 €Kmis
npeomemuoi obracmi 6HACNIOOK 8paxXy8anHsa iMeHHUKosux cymuocmeil. IIpogedeni
00CNIONHCEHHA BCTNAHOBUNU, WO 3HAUOEHT 3a CMBOPEHUM MEMOOOM Yinbosi 00 'ekmu
CIPOMOJNCHI  BUKOHYBAMU NOOATbULY 3a0ayy Kiacugixayii, OeMOHCmpyuu Ha
Mempuyi  eKI006UX SIOCMAHell 2PYNYSAHHs MeKCcmié OOHiel Kkame2opii ma
30LMbUleHHs 6i0CMAN] OpMO2OHANbHOL 1. [ npuxiadnoi peanizayii cmeopeno2o
IHMeNeKmMyanibHo20 Memooy GUSGICeHH YLTbosuUX 06 '€kmie npeomemHoi obaacmi,
6y10 chopmosano mooenv CyuacHoi YKpaiHcbKoi Mo8u, o nobyoo8aHa wWiisixom
00’ €OHAHHA 3HAYUMUX O Nepeoayi CeHC)y GI0OMUX YACMOMHUX CNIOGHUKIB. {1
CMBOPEHHsL KOPEeKMHOI MOOeni Cy4acHoi YKpaiHcvbKoi moeu 0Oy10 6UKOPUCMAHO
YACTNOMHI CIOBHUKU ICHYIOYUX KOPNYCi8 YKPAIHCLKOI MOBU, AKI CYKYNHO OXONIIOI0Mb
AK pi3Hi cpepu disnvHOCMI Ma Muny KOHMeHmy, max i pisHi o6racmi cniiky8anus,
epaxosyiouu cninkyeanns 6 Iumepnem. Ilnisixom 06°€onanns 3a uwacmomuumu
NOKA3HUKAMU CIOGHUKIE YUX KOPNYCI8 YKPAIHCbKOI MOGU OVI0 00ePIHCAHO 8EeKMOP
Cli8, AKUU OISl NOKPAWEHHS CHPOMONCHOCIIE Kiacu@ixayii 6ys sioginemposanutl 3a
iMEHHUKOB0I0 2pynoio ma obmedxceHull Kinvkicno. Ilposedeni docnioxcenns oanu
MOACIUBICMY CINBEPOACYBAMU NPO MONCTUBICIb SUKOPUCIAHHSA CIMBOPEeHoT Modeli
CYYacHoi  YKpaincvkoi Mou OnA  ehekmueHo2o  upiwieHHA 3a0ay  aHAni3y
MEeKCmMOo8020 KOHMeEHMY OOUHUYbL [HMEPHeM-CRIIKY8AHHS Ma 1020 Kiacugikayii 3a
PIBHUMU O3HAKAMU.

Knruoei cnosa: yinvosi 06 ' ekmu npedmemnoi obnacmi, Kiacugixayis mexcmis,
MOOenb  YKpaiucbKoi MOGuU, 4acmomHui CIOBHUKY, 6EKMOp CJi6, CeMaHMUUHA
36 ’A3Hicmb
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1. Beryn Ta nocraHoBKa npooJjeMu

3a BIIICYTHOCTI TrapaHTiii 3a0e3MeUcHHS BYACHOTO W TOBHOI[IHHOTO IPOIIECY
HaBYaHHS, IiIBUIIEHHS KBaiiKaIlil 9 KOHTPOJIO PiBHA IOTOYHMX 3HAHb (axiBIiB
chepu Oes3rmekw Ta MEOWIMHU Yy 3B 3Ky 3 CKIQIHUMH eIIiJeMiONOTIYHHMH,
CKOJIOTIYHUMH ¥ COIIAIbHUMH YMOBaMH, B Cy4YacHOMY CBITI 3pOCTa€ poib
KOMIT IOTEPHUX 3ac001B IepeBipKH piBHS 3HaHb [1, 2]. OqHUM 13 OCHOBHHX cI10c00iB
KOHTPOJIIO PiBHS 3HAHb 3AIMINAETHCS KOMITIOTepHE TecTyBaHHS [3]. OcobmuBo
MEPCIECKTUBHIM € BIPOBAKEHHS TEXHOJOTIH aJalTHBHOTO TECTYBAaHHS, 3a SKUX
CKJIaJHICTh YM 1HIII BJACTUBOCTI TECTOBHUX 3aBAaHb 3MIHIOIOTBCS 3AJICKHO Bij
MPAaBUIILHOCTI TOTIEPEIHIX BiAMOBieH [4]. MeToM BUSBIICHHS IITBOBHX 00’ €KTIB Y
MPEMETHIN 00JIACTI € KPUTUYHO BXKIMBUMH JJIsl €DEKTHBHOTO aHAITI3y Ta 00pOOKH
BenukuxX o0OcsriB iHdopMmamii. B ymoBax 3pocrarodoi CKIagHOCTI JaHUX, SKi
OXOIUTIOIOTh  PI3HOMAHITHI TIpeAMeTHI oOyacTi, HeoOXimHiCTh pO3poOKHM Ta
BJIOCKOHAJICHHS METOJiB aBTOMAaTH30BaHOTO BUSBJICHHS IITLOBUX 00 €KTIB CTa€ BCE
Oimpn akTyansHOIO [1]. Ile ocoOmmBO BaxkiamBO B TakuX chepax, SK MITyYHHH
IHTEJIeKT, a caMe CHCTeMH 00poOKH MpUpoaAHOi MOBH Ta iH(GopManiiHMiA mouryk [2].
BincyTHicTh HamiiHUX Ta e()eKTHBHUX METOMIB BUSBICHHS LIJTHOBUX 00’ €KTIB MOXE
MIPU3BECTH 10 BTPATH BaXJIHMBOI iH(opMarlii, 3HIKEHHSI TOYHOCTI IPUHHSATTS pillleHb
Ta 30UTBIICHHS BUTpPAaT Ha aHali3 JaHuX. BpaxoBYIHOUM INBHIKHA PO3BHUTOK
TEXHOJIOTI Ta MOCTiifHE 3pOCTaHHS OOCSATIB iH(pOPMAIIT, TOCTIHKCHHS METOJIB
BUSBJICHHS LITBOBUX 00’€KTiB HaOyBae OCOOJMBOi Baru. BUSBICHHSA ITbOBUX
00'exTiB y 3amaHiii mpeaMeTHiH o0macTi mepenbayae 3acTOCYBaHHS CIEHialbHUX
AITOPUTMIB Ta METOMIB, CIPSMOBAaHMX Ha IiJeHTH(]IKALiII0 Ta KIacH]iKamito
€JIEMEHTIB, SKi MAarOTh KIIOYOBE 3HAYCHHS I aHaNi3y KOHKpeTHOi 3amadi [3]. VY
poOoTi 1iNBOBI 00’€kTH OyQyTh HIYKATUCh y TEKCTOBHUX NaHHX, a IIiJ TEPMIHOM
«UiTBOBI 00’€KTH» OyAe MaTHCh Ha yBa3i CYKYIHICTh MHOXKHHH KJIIOYOBHX CIIIB Ta
mHOxuHH NER 3 rpymyBaHHsIM nuisixoMm Jyemartusaiii [4]. BusiBlieHHs MiTbOBUX
00’exTiB y cucremax NLP, 30kpema po3smi3HaBaHHs iIMEHOBAaHUX CYTHOCTEH, Biltirpae
BaXIIMBY POJIb y 0araTthOX 3aBIAHHAX aHAN3y TEKCTy Ta OOpoOKU iH(OpMAIii.
OcnoBHa Meta NER momsrae B ineHTndikamii i kmacudikamnii 3Ha9yIIUX eIeMEHTIB
TEKCTY, TaKUX 5K iIMEHa JIFOIei, Ha3BH OpraHi3alliii, reorpadiuyHi Ha3By, JaTH Ta 1HII
CYTHOCTi, fIKi MalOTh crenugiyHe 3HAYCHHS AJIsI KOHKPETHOTO KOHTeKcTy. lLle
3aBJaHHS € KIIOYOBUM Ui psAAy MPaKTHYHHUX 3a/1ad, TaKuX SK iHQOpMaIiiHUA
TOIIYK, MalIMHHK Tepekiaa, o0podKka IOpHIUIHNX JOKYMEHTIB Ta aHalli3 JaHUX y
comianpHux Memia. OIHHAM i3 TEPCIEKTHBHUX HAMPSIMKIB JIJIs 3a7adi BHSBICHHS
IITbOBUX 00’ €KTIB € BUKOPUCTAHHS METO/IiB MAITHHHOTO HABYAHHS, SIKi JI03BOJISAIOTH
aBTOMaTHYHO aJanTyBaTHCSA O OCOOJMBOCTEH IaHMX Ta TMOJIMIIYBaTH TOYHICTh
BHSIBJICHHSI 00'€KTiB 3 yacoM [5].

3 MpOBEIEHOTO aHaNli3y, 3alPOIIOHOBAHO aBTOMATH3YBATH BUSBICHHS ILIHOBHUX
00’€KTiB IpenMeTHOI 00JIacTi 3 BUKOPUCTAHHSM IiJXO0JIB MAITMHHOTO HaB4YaHHS. B
JaHi{ Tpaii HaBeIeHO PO3pOOJCHUIT aBTOpaMy KOMIUIEKCHHH MiAXiX 10 TOOYIOBH
MOJIENTi Cy9acHOT yKpailHChKOI MOBH, Y paMKax SIKOi CTaHE MOXKIIMBA TiNePILIONIMHHA
Kiacudikanis KOHTSHTY AJi 3aJad aBTOMATu3alii BUSBICHHS ILIJIbOBHX 00’ €KTIB
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MpeMETHOT 00JacTi, MO CHPUITAME 3HAYHOMY ITiJBHIICHHIO €¢(EKTUBHOCTI Ta
TOYHOCTI iIeHTH]IKAIlii pEIEBAaHTHUX 00 €KTIB Y BEIUKUX 00CSTaX JaHUX.

2. AHaJIi3 OCTaHHIX AocailzKeHb Ta myOaikanii

[Ipobnemy BHSBICHHS LUTHOBUX O0O’€KTIB INpeaMeTHOi o00jacTi BapTo
PO3IIIIaTH Y KOHTEKCTI MONIYKY IMCHOBAaHUX CYTHOCTEH Ta IONIYKY KITIOYOBHX CIIiB
[6]. Mannmu 3amagaMul ITUPOKO 3aiMAIOTHCS HAYKOBII SIK 110 BCHOMY CBITY, TaK i B
Vkpaini. Mojens OTpHMaHHS KIIOYOBHX CIIB 3arajlbHOTO MPH3HAYCHHS, II0
IpU3HavYeHa st poOOTH 3 TpyHnaMy JOKYMEHTIB Pi3HHX PO3MipiB i YMTaOEIBHOCTI, a
TaKOX HAsBHOCTI MITOK KJIIOUOBHX CIIiB 3ampornoHoBaHa y [7]. [ns oTpumaHHS
Kpamoro BHOOpPY KIIOYOBHX CIIiB BUKOPHCTAaHO MOJETH JIOTICTUYHOI perpecii 3
HallMEHIINM CTHCHEHHSIM 1 peryjspu3alli€lo omeparopa BHOOpY. 3acHOBaHa Ha
knacugikamii CTpyKTypa Takoro MiAXOAy 3a0e3medye BUSBICHHSA CIiB, SKI YiTKO
XapaKTepHU3yIOTh LI0 TPYIy JOKYMEHTIB y IOPIBHSAHHI 3 IpYIaMH MOPIBHSIHHSI, IO
IIiIBUIIY€E PENPE3eHTaTHBHICTh BUITyYEHHX KITFOYOBHX CIIiB.

VY po6Goti [8] Oynu mpoBecHI eKCIIEPUMEHTH Ha Pi3HUX MOBaX, IO MOKa3yIOTh,
o 300pakeHHs] TOIOBHIOIOTH MOJeNi OOpOOKH HMPHUPOAHBOI MOBH (BKIIOYAIOUU
BERT), HaBueni 0e3 30BHIIIHBOTO IONEPEAHBOr0 HaBYaHHA. JIOCIIJDKEHHS
knacugikamii TekcTiB Oymu 30cepekeHI Ha cTarTsax 3 Bikimenii, ockinbku
300pakeHHsl 3a3BMYail JIOMOBHIOIOTH TEKCT 1 cTopiHka Bikinmenii moxe OyTh
HalMCaHa pI3HUMH MOBaMu. Y cTarTi [9] AOCHIIKYIOTH OHIAHH-PO3MOBH: iX
nepedir, apryMeHTH ¢ K BOHU BUPIIIYIOTHCS. EKCIIEpUMEHT MPOBOAMBCS Ha OCHOBI
(byHKUIH, BUKOPUCTOBYIOUH MOJIENb JIoricTH4HOI perpecii Bix Scikit-learn. Y pobori
[10] Oymo mpoBemeHO BHIICHHS EMOIIMHUX HACTPOIB Ta Kiacudikamis ix
nmoJisipHOCTI. Y myOutikarii Oylu MpoBeIcHI eKCIIepUMEHTH 3 8-u Habopamu JaHUX
aHMIIICEKOI0 MOBOIO. Pe3ynpTaTh NOKa3yloTh, L0 NPOAYKTHBHICTH Cy4acHHX
MoOJIeNel Il mepea0adeH sl MOSIPHUX 3BOPOTIB MOBH TIOTaHa, i 1€ IepenIKoKae
BUKOPHUCTAHHIO €1 iHpOopMaIlii Ha MPaKTHIIi.

omo 3amaui NER, y [11] 3amponmoHOBaHO MiAXix M0 onTHMi3amii 3aBHaHHA
pO3Mi3HABaHHS IMEHOBAHWX CYTHOCTEH MIIAXOM BHKOPHCTAHHSA MONEPEIHBO
HaBYCHMX MOBHHX MOJeJeil JUll aBTOMaTHYHOTO JOCII/DKSHHS CIiB, MOB’SI3aHHUX 3
BIPTyaJIbLHUMHM MITKaMH, D10 HPEICTaBISIIOTh KaTeropii cyTHocTeil. Merton
nepenbayae po3poOKy MITOK dYepe3 BCTAHOBJICHHS 3B’SI3KIB MK MMOYATKOBUMH
CJIOBaMM MITOK 1 BiJNOBIIHMMH CJIOBaMH CYTHOCTI Ha OCHOBI PO3IOALTY JaHUX,
OTPHUMAaHHX 3 MONEPEAHHO HABIEHOI MOBHOI MOeNi. 3aBsIKH [IbOMY HOKPAIy€ETHCS
CEMaHTHYHE NPEJACTABICHHS CIIB MITOK, IO B pE3yibTaTi MiJBUIIYE TOYHICTH
Mozneni B imeHTH]ikamii KOHKpeTHHX cyTHoctei. Kpim Ttoro, 3aBmanas NER
MIepEeHANAITOBY€EThCS Y (hopMaTr text2text, o J03BOJSIE Kpalle BHKOPHCTOBYBAaTH
3HAHHS MOBHOT MOJIEJi Ta ONTHMI3Y€ MPOIIeC BUITyYeHHs iH(popMallii.

OTXe, 3BXKAOYM Ha MPOBEACHI MOCHTIKEHHS, MOCTABICHA 3a7a4ya BUSBICHHS
iTEOBUX 00’€KTIB MPEeIMETHOI 00JacTi 3a MOKa3HUKAMH CEMAaHTHYHOI 3B’SI3HOCTI €
aKTyaJbHOIO Ul cydacHOi ykpaiHcbkoi MoBH. L[ 3amaua Bumarae (GopMyBaHHS
MoOZeNi yKpaiHChKOi MOBH, JUIS YOTO IIEPCIIEKTHBHUM € BHKOPHUCTaHHS BEKTOPHOI
Monenmi, y SsKiii oO3HakamMu OyayTh CIYTyBaTH CTATHUCTUYHI MipH, SIKi
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BUKOPHUCTOBYIOTBCS JUIS OIIIHKH BaJKJIMBOCTI CJIOBAa B KOHTEKCTI MOBIJOMIICHHS, SIKE
B CBOIO Yepry € YaCTHHOIO KoJeKIii mosimomieHs abo xopmycy (TF-IDF, BM25,
Yake, nqucnepciifHa OIiHKa TOIIO).

3. [locranoBka 3agaui

Meroto poboTtH € po3poOKa MOJENi CyJacHOi YKpaiHCHKOT MOBH, Y paMKax SKOi
CTaHe MOXKIJIMBA TiNEPIUIOMKHA Kiacu(Dikalisi TEKCTIB JJIsl BHSBICHHS IIUTHOBHX
00’€KTIB IpeIMETHOT 00JIaCTi 3a TOKA3HMKAMHU CEMAaHTUYHOI 3B’ I3HOCTI.

OCHOBHHM DE3yJIbTATOM pPOOOTH € CTBOPEHHMH iHTEJEKTyaJlbHUI MeTOox
BUSIBJIICHHS IUTBOBUX 00’ €KTIB MPEIMETHOI 00NacTi 3a MOKa3HUKaMU CEMaHTHYHOL
3B’sI3HOCTI T Kilacudikamii TekcToBoi iHQopMalii 3 BHKOPUCTaHHIM PO3p0oOIeHOT
MOJZeNi Cy4acHOi YKpaiHCBKOi MOBH, SIKHH BIOPI3HAETBCA BiI ICHYIOUHX
ypaxyBaHHSM KIFOYOBHX CIIiB Ta IMCHHHKOBUX CYTHOCTEH IpeIMeTHOi 00JacTi, 1o
JIaJI0 3MOTY IMiJIBUIIITH TOYHICTh BUSBICHHS IIUTLOBUX 00’ €KTIB MPEIMETHOI 00JacTi
BHACIIIZIOK BPaxyBaHHs IMEHHUKOBUX CYTHOCTEH.

4. MeTtoa BUSIBJIeHHS HIJILOBHX 00’ €KTIiB MpeaMeTHOI 00J1acTi

[HTENEeKTyanbHUIT METOA BUABJICHHS LIJILOBUX OO €KTIB MpeIMeTHOI 00iacTi 3a
MOKa3HUKAMH CEeMaHTHYHOI 3B’SI3HOCTI M Kiacudikamii TekcToBoi iH(opmarii
NIpU3HAYEHHUH JUIl aBTOMaTu3amii mporecy igeHTHU]IKaIii KIFOYOBUX €JIEMEHTIB y
BEJIMKMX MacHBaX TEKCTOBUX JaHUX, CHPSIMOBAHMH Ha IiJBHILNEHHS TOYHOCTI Ta
e(eKTUBHOCTI aHaJi3y TeKcToBol iHpopMauii. [{eif MeTos1 BUKOPHCTOBYE anropuT™Mu
MAIIMHHOTO HAaBYaHHS JUI1 aJalTUBHOTO PO3IMi3HABaHHSA 00 €KTiB, BpPaXOBYIOUH
cnenugiky mpeAMETHOI 00nacTi, M0 J03BOJSAE 3HAYHO CKOPOTHTH 4Yac OOpPOOKH
JAHUX 1 3HU3UTHU PU3MK YITYIIEHHS BaXKIWBOI iHPopMarii. CxemMa Ta KPOKH METOIy
HaBeJleHi Ha puc. 1.

BXigHUMH JaHUMH METOMY € AOCITIKYBAaHUH TEKCT Ta MOMEPEIHLO 00POOICHUI
30aJIaHCOBaHMH KOPITYC TEKCTIB JOCIIKyBaHOT IpeIMeTHOT 00J1acTi.

[epmuM eTamoM € MiIroTOBKa JOCTIIPKYBAHOTO TEKCTY JUIS aHaNi3y, SKUH
BKJIIOYAE B cebe TOKEHI3allio, JIEMAaTHU3al[il0 Ta BUJAJIEHHS CTOII-CIIiB.

HacTynHUM €TanoM € MOIIYK KJIIOYOBHX CIB PI3HUMH METOJaMH, TAKHMH SK
TF-IDF, TF, YAKE! ta meromoMm mucnepcHoi ouiHkd. KoXKHUM mepepaxoBaHUM
METO/IOM BiZIOyBa€ThCs (POPMYBAHHS MHOXKHHU KITFOYOBHUX CIIIB.

Ha tpetboMy eTarti 301 ICHIOETHCS BUSIBIICHHS IIUThOBUX 00’ €KTIB, SIKE BKIIFOYAE B
cebe mekinbka KpokiB. CXeMaTHYHO BHSBJICHHS ILILOBUX 00’€KTIB 300pakeHO Ha
puc. 2. 1linsoBi 06’€kTH € 00’€IHAHOI0 MHOXXHHOIO KITFOYOBHX CIIiB 3HAWICHUMU
pisHuME MeTomamu Oe3 moBTOpiB Ta MHOXHHOIO NER mio 3rpymoBani mHUIIXoM
nemarusauii. HaBeneni eranu € OCHOBHUMH Yy PoOOTI poOOTH 3arpONOHOBAHOTO
IHTENIEKTYaJIbHOTO METOJly BHSBIEHHS LUILOBUX 00’€KTiB mpeaMetHoi obnacti 3a
MMOKa3HUKAMH CEMaHTHYHOI 3B’S3HOCTI Jis kiacuikamii TekctoBoi iH(opmamii 3
BUKOPUCTAHHAM MOJIENI CY9acHOI YKPaiHChKOi MOBH.
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. ™
Biosed dared:
- QOCEEOMNEVEAHLET IEKCm,
- MOOCRE VIKPCIHCEROT Mo,
L vy
¥
Eman 1. ITi0. DOCTEONEY Y OGLE dHALEY

- TOKEHIALA AOCHYEAHOID TEKCTY,
- JICMATHEALIA JOCILIAYEIHOIO TEKCTY:
- EMJJAICHHA CTOI-CIIE.

¥

Fwman 2. Howyr v Gty e i i

- QOPMYBAHHA MHOMHHH KINOYOBHX CJE 3 BHKOpHCTaHHAM TH-IDF;
- QOPMYBAHHA MHOMMHH KIHYOBHX ¢JHE 3 BHKOpHCTaHHAM TE.
- hOPMYBAHHA MHOMHHH KIIOHOBHY TR MeTonomM TAKE!

- QOPMYBAHHA MHOMHHH KIIOHOBHX CTIB METOLOM THCTEPCHOT OLITHKIH.

¥

FEman 3. B LK OGN 00 CRmEE

- (hOPMYBAHHA  CIIUTBHOT MHOKHHH KIFHMOBHX CIIE,
- hopMyBAHHA MHOMHHH NER T4 IPVIIVEAHHA LUIAXOM JIeMaTHa0i;
- GOpMyBAHHA MHO#MHH LILIBOEMX o0 €KTiE.

v

Buxiont dari

- CROPAKIEIHE MHONCHNG WETLOBHX OO0 '€Xmie 3
.

1)

S

obacmi 3a NOKA3ZHUKAMU CEMAHMUYHOL 36 A3HOCIMI

DopmyBaHHA MEOAHHN Wi/ILOBUX 00'CKTiB =
chOpMOBAHA 3rPYNOBaHA MHOANHA NER +
CTITLHA MHOKHHEN KTIOUOBHX B (Ge3 moBTOpIE)

1

\
[

Pucynox 1. Emanu pobomu memooy useieHHs Yilbosux 00 'ekmie npeomMemuoi

DopMyRaHHS CTILTEHOT MHOKHRH
EI0YOBIEE C1IB = MHOMHHA XIIOY0BI
cmie 3 erKoprcTani TF-IDF + amomamm
KIIOYOBIIX CILB 3 BHEOpHCTaHEM TF +

MHCHHHH KTKHOBHX CIIE METOIOM
YAKE! + MuO®T KTOTORHX CTIB
METOOM JIHCTIEPCHOT OIIHEH

Pucynox 2. Ilpuxnao suxonaums emany popmy8anus yinbosux oo '€kmie memooy

BUABNIEHHSA YITbOBUX 00 ‘€KMI6 npedmemuoi oonacmi

Lleit mMeTon npu3HAUEHHMIT T aBTOMATH3ALII] IPOIIECY iTeHTHU(IKAII] KITIOYOBHX
€JIEMEHTIB y BEJIMKMX MacHBaX TEKCTOBUX HAaHUX W BIJPI3HAETHCS BiJl iCHYIOUHMX
ypaxyBaHHSM KIIOYOBHUX CIIiB Ta IMCHHHKOBUX CYTHOCTEH MpeaMeTHOi 00JacTi, 1o
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JIAJI0 3MOTY ITiIBUIIITH TOYHICTh BUSBICHHS IIUTHOBUX 00’ €KTIB MPEIMETHOT 00MIacTi
BHACITIIOK BpaXyBaHHs iIMCHHUKOBHX CYTHOCTEH.

5. Moaeab cy4acHoi YKpaiHCBKOI MOBH

Mopeins cydacHOl yKpaiHCHKOT MOBH 3a0e31euye TinepIUIONIMHAEY KiIacudikarito
TEKCTIB [UIs il HOAANBLUIOr0 BUKOPUCTAHHS METOAOM BHSBIECHHS LITbOBHX 00’ €KTIB
mpeaMeTHoi  o0macTi  3a  NOKa3HHUKaMU  CeMaHTH4YHOI 3B’s3HocTi. Cxema
3allPpONOHOBAHOTO  MiAXOAy [0 MOOYZOBHM MOAENI Uil  KOHTEHT-aHai3y
YKpaiHOMOBHOT'O CETMEHTY I|HTepHeT-CIIKYBaHHA 300pakeHa Ha PHCYHKY 3.
3anponoHOBaHWK  MiOXig 10 MOOYAOBH  MOJIENi Jsl  KOHTCHT-aHAIli3y
YKpaiHOMOBHOTO CerMeHTy [HTepHeT-CHiJIKyBaHHs, ska (opMyeTbest Juisl 11
BUKOPUCTAHHS B METOJII BUSBJICHHS IIJIBOBHX OO0 €KTIB MpeAMETHOI obyacti 3a
MOKAa3HUKAMH CEMAHTUYHOI 3B’SI3HOCTI, Ha MEPUIOMY KpOoIli mepeadadae moOymaoBy
BEKTOpa KIIOUOBHX CJiB, IJISI YOTO MOCIITOBHO BHKOHYIOTHCSI BHOIp YaCTOTHHX
CIIOBHHKIB YKPaiHCbKOT MOBH, 00’ €JHaHHS LIUX CJIIOBHHUKIB i TIOAAJbIIC OOMEKEHHS
KUTBKOCTI KIIFOUOBHX CITiB IIJISIXOM BiAKHJAHHSAM CTOI-CIIB Ta PiAKOBXKHUBAHHX CIIiB.

Kpox 1. [lodydosa sexmopa K1I0OYUOSIX €6
- BHOIp YaCTOTHHX CIOBHIKIE YEPaiHChKCT MOBH;
- 00 €/IHAHH CIICEHIKIE,
- OfMEFEHHS KUBKOCT] FIFOMORHX CIE [IIX0M BLIKHAAHHTM CTOTT-CIIE Ta

!

Kpox 2. TTiddp meciosof Maodsain poamivenx niexentis, aka moxee fivmu
odioznaune Ginapre wracudivesana

!

Kpor 3. Bexmopiz auin mecniosie Meremils 3a s100MILMIE EMIGMIECHIIHILIE
MeMOOMI OBPAXYHKY SAANCANEOCH CILi6
AR TEKCTIB BITOMAMH METOIAMA NOMYKY KTEOUOBHX CTiE:
TF-IDF, mucnepeiitiod ogrn, Text Rank, YAKE.

!

Kpok 4. Tpaiure iimepnpemye anHa 0MPUMaHIY Pe3yabmamis 3
suropicmanaan MDS ma sizyaisHe oyines QHH SKOCII MO0 STHOEAHHA

TUIKOEHHEAHIX CTIE.

Pucynok 3. Cxema nioxody 00 cmeopeHHs Mooeli cy4acHoi YKpaincokoi Moeu 0is
MemoOy GUABLEHHS YIbOBUX 00 ckmie npedmemHoi obracmi

Ilepwium xkpoxom migxony € moOyaoBa BEKTOPY KIIIOYOBHX CJIB Ui Mepenadi
CeHCy MpH KOMYHiKalii y mMepexi [HTepHeT. BpaxoByroun 3a3HavueHy OCOONMBICTBH
(BUKOpHCTaHHS JUISl CHIJIKYBaHHS CYp)KHKY, Ae(OpMOBAHHX CIIiB Ta HCHOPMATHBHOI
JIEKCHKHM), MOOy/IoBa BEKTOPY KIIIOYOBHX CIIB € OKpeMolo minzamadero. OCKinbKH
MOBa iine npo crenudiuHy GIeKTUBHY yKpalHChKY MOBY, [ie MalOTh OyTH HE IPOCTO
KITFOYOBI CJIOBA 31 CTaTeH, a Iie MOoBHHEH OyTH 30anancoBaHuil HaOlp maHux. Tomy B
pobGori OymM BHKOPHUCTaHi YacTOTHI CJIOBHHKH YyKpaiHChkoi MoBu [12-16]
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sz{wl,wz,...,wn},jzl..n . 5
( ), A€ | — HOPSIKOBUH HOMEp CIOBHHKa, N —
KUIBKICTh CIIOBHHKIB. Jle KOJKEH CIIOBHUK NpeACTaBisie coOO0r0 BiAMOBIAHUIA HaOip

. w ={cnosd,cnosd,...,cnoson},i =1..n S .
CJIIB { ’ e b , 1€ N — KUIBKICTb CJIIB y CJIOBHUKY. Y

JOCII/PKEHHI 3 KOJKHOTO YacTOTHOTO CJIOBHHMKA BHIAJSUIMCS CJIOBA, SIKI Ha JAYMKY
aBTOPIB, HE CYTTEBO BIUIMBAaTMMYTh Ha MOJENb (CJIOBa NMPUTAMaHHI AYKe BEIHKIiH
KITBKOCTI  TEKCTIB  (CTON-CIOBa  SIKI  MaroTh  CIIy)KOOBe  3HA4YeHHS  Ta
BUKOPHCTOBYIOTBCSL JUISL 3B’SI3yBaHHS CIIB y TEKCTi), HAATO PiAKOBKHMBAHI CIIOBA

tommo). To6To | MicTATH TiibKH BifiOpaHi ciioBa. BekTop KIIIOUOBHX CITiB Word
Oyzne 00’ eTHAHHSAM TaKUX YaCTOTHUX CIIOBHHUKIB:

[ n ___

Word = (JW; (1)

i=1
Ha opyzomy kpoyi nipu oOYIOBI MOJENI Ui KOHTECHT-aHai3y YKpaiHOMOBHOTIO
CEerMEeHTY |HTepHeT-CHiJIKyBaHHS BHUKOHYEThCSI MiAOIp TECTOBOI MHOXKHHH
pO3MiYeHHUX TEKCTiB, fKa MOke OyTH OAHO3Ha4HO OiHapHO KiacugikoBaHa.
OCHOBHHM 3MICTOM KPOKY € BUOIp TEKCTIB, AKi MiIUIATAIOTh iAeaNbHii Kiacupikarii,
KOJM OZHO3HAYHO MO)KHA 3pOOMTH BHCHOBOK IIOAO HAIEKHOCTI OOPaHOTO TEKCTY
KOHKpeTHiH kareropii. dopMmyeTbcs MHOXHHA TekcTiB D, y sKili KOXeH TeKCT

deD yoxe BiIMOBIZAaTH KOHKpeTHil Kareropii € € C, ne C — MHOXHUHA
KaTeropii. Y naHoMmy BHUIAJKy Oyle BUKOpHCTaHA OiHapHa Kiachdikailis, OCKiJIbKH
Hallla MeTa — BHUSBIICHHS TEKCTiB 3 HETAaTUBHOIO 3a0apBJICHICTIO KOHTEHTY SIK
KaTeropii.

Tpemiti kpox Tmiependadae BEKTOPH3ALII0 TECTOBHUX TEKCTIB 3a BiJOMHMHU
CTaTUCTUYHUMH METONaMH OOpaxyHKy Ba)KJIMBOCTiI CJiB, TOOTO aHalli3 TEKCTiB
BIJOMHMH METOJAMH TIOIIYKY KIFOUOBHX CIiB, 10 skux Hanexats TF-IDF,
mucnepciiina ominka, Text Rank, YAKE. To0GTo, KOXXCH TEKCTOBHH JOKYMEHT
BEKTOPHU3YETHCS BIIOMUMH METOJIAMH TTOIIYKY KITFOUOBHX CITiB.

Ha erani mpenporieciiry, KOkeH TeKCTOBUH JOKYMEHT d;eD , Iie | — KiIBKiCTh

JOKYMEHTIB y KOJIEKIlii, TepeTBOPIOETHCS Y BekTop ciiB. ITicis 1iporo 3a 1onomororo
KO)KHOTO 3 METOJIIB MOIIYKYy KIIOUYOBUX CIiB (DOPMYETHCS BIiANOBIAHHH BEKTOp

OLiHOK BXOuKeHb kmouoBux ciis Vi | sxi e y Bexto Wor d pi.
st popMyBaHHSI OLIHOK MIPOIIOHYETHCS BUKOPUCTATH BiZIOMI METOIM IMOLIYKY
kmoyoBux cniB TF-IDF [17], mucnepciitroi omwinku [18], Text Rank [19, 20, 21],
YAKE [22]. Knacuno TF-IDF mongaeTbest HACTYITHIM YHHOM:
TF — IDF(t,d,D) =TF (t,d) < IDF(t,d, D) )
TF(t,d)

Ta € Barow TepMiny t nokymenta d xopmycy D, a € 3HAYCHHSIM YacCTOTH
TepMiHy t B foxymeHTi d.

JlucnepciiiHa OIiHKA MOMAETBCA SK OIliHKA BaXKIHBOCTI KOXKHOTO CJIOBa B
JOCITIKYBaHOMY TEKCTi, 1110 HTPOBOIUTHLCS 3 BUKOPUCTAHHAM METOY JTHCIepCiiiHOro

omiHIOBaHHA. lleld MeTon € OWiHKOI JWCKPUMIHAHTHOI CWJIM CIIB 1 JO3BOJIIE
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BiJUIITUTH i3 3arajibHOi MHOXKMHH CJIB IMUPOKOTO BXKHTKY B TEKCTI CIIOBa, IO
posramoBaHi piBHOMipHO. Bixnosinxo 3 [18], sxmio neske cioBo A B TEKCTi, IO

n
ckiajgaeThes 3 N ClIiB, Mo3HaYEHE K Ak , IIe iHjieKe K — Homep MmosiBM JaHoTro ClioBa
B TECTi, a N — WOTO TMO3HUIlsI B TEKCTI, TO IHTEPBAIOM MK MOCIITOBHUMH MOSBAMH
CJIOBa MPU TaKWUX MO3HAYCHHSAX Oy/ie BEMYMHA

AA,Z"zA,T_Fl—A,?:m—n, 3

Jie Ha iTepallii M i mo3uiii N B TEKCTi 3HAXOMUTHCSA CIOBO A, sike 3ycTpintock K+1-mif i
K-uit pazu. TakuM YHHOM, JHCTIepCiiiHa OLliHKa PO3paX0OBYEThCs 32 GOPMYIOH0

25 _ 2
o @) (AA)AA) @

)
ne (AA) — cepenne 3Ha4eHHS TOCTHITOBHOCTI AA1, AA2,.., AAk . K — KilbKiCTh MOSBH
clIoBa A B TEKCTI.

Merton Text Rank npusHadeHuid A1s1 MOJCTIOBAHHS TEKCTY SIK HEOPI€EHTOBAHOTO
3pakeroro rpada G=(V,E,W), y sikoMy KJIIOUOBI CJIOBa-KaHAWAATH PO3TISIAIOTHCS
sIk HaOip By3JiB V, a B3a€EMO3B 30K MK IBOMA CIIOBaMH PO3DIIAIAETHCA K peOpo B
E. W npencragnse gactoty mosiB o BigHomeHHto 10 E [19, 20]. [Ins itepamiiiHoro
0O4YNCIICHHS Bar BY3JIiB BAKOPUCTOBYETHCS:

W. .
WSW)=QA-d)+d=* Y ——2L __wsy))
vieln(r) X Wik / (%)
VieOut(V;)

ne d e xoedimieHToM amopTH3alii ITepPaliifHOr0 OOGYHUCICHHS Ta MOXKE MPUAMATH

(191 (%)

3HaueHHsA 0,85 32 3aMOBUYBaHHIM € HabopOM BY3IIiB, IO BKa3yIOTh Ha

. ou(V, . . V;
V’ , (V) € HabopoM By3JIiB, Ha sIKi Bkasye . Dopmyna (5) Hokasye, o Bara

) V., :
By3JIa Vi 3aIeXuTh Bix Baru pebpa Bim 7 1o Vi (on the edge weight from) ta

CyMH Bar pedep Bif By3na Vj IO 1HIIHNX BY3IIiB.

Anroputm YAKE ckmamaetsest 3 4 KpokiB: morepenHsi oOpoOka Ta TeHepallis
TEepMiHIB-KaHAWAATIB, BH3HAYCHHS OCOONMBOCTI TEpMiHIB; IMigpaxyHOK OaliB 3a
TepMiH; acomialis moAiOHux TepMminiB [22]. Ha mepmroMy eTari BUKOHYETHCS MOILT
Ha piBHI pedyeHHsd, sKi B MOAAJbOIOMY pO30HMBalOTbCs Ha TepMmiHM. Ha erami
BU3HAYCHHS OCOOJIMBOCTI TEpPMIiHIB KOXKEH TEpMiH  OLIHIOETBCS  3aBISKH
BUKOPHCTAHHIO CreliadpHux QyHkuiit [22]. Ha erani mizpaxyHKy OaniB 3a TepMiH
BHKOPHCTOBYETHCSI HIDKYCHABEIeHa popMyra:

S(t) = (Trel = Tposition) | Tcase+ ((Tnorml Trel) + (Tsentencel Trel)) (6)

ne Tcase — BaXJIMBICTH BHKOPHUCTaHHS BEJMKHX JITEP 1 CKOpOdYeHb, Tposition —
Ginblire 3HAYCHHS HAAAETHCS CI0BaM, SIKi IPUCYTHI Ha MOYATKy ZOKYMEHTa, Tnorm —
JacToTa cniB, Trel — mepeBipsie pi3HOMAHITHICTE KOHTEKCTY, y SIKOMY 3yCTPida€eThCs
Ie CJI0BO, Tsentence — (yHKIIis BU3HAYAE, SIK YACTO CIOBO-KAaHAUIAT 3YCTPIYaeThCS 3
PI3HHMU PEYEHHAMU.

230



ADVANCES
IN INFORMATION-CONTROL SYSTEMS AND TECHNOLOGIES

Bummii 6anm oTpHMYIOTH CJIOBA, SIKI 9acTO 3yCTPIYAalOTHCS B PI3HUX PEUCHHSX.
OcraHHIM eraroM € 00’€JHAaHHS 3HAYCHb OLIHOK MOPQOJIOTIYHO MOMIOHHX CIIiB.
MinimanbHi 6any ofepKyIOTh Kpalli KJII0YOBi CJIOBA.

Ha uyemeepmomy kpoyi BUKOHYETbCA TpadidHe IHTEPIPETYBaHHA OTPUMAHHUX
pe3yasrariB 3 BUkopucTanHAM MDS Ta BizyasnbHe OIiHIOBaHHS SIKOCTi MOZETIOBAaHHSA
[23]. BaxnauBuM BMICTOM €Taly IHTepHpeTauii OTpUMaHHUX PE3yJbTaTiB € BUOIp
KpPHUTEpilo SKOCTI MOJCTIOBAaHHS 3a Bi3yaJbHOIO aHamitukooo [24, 25]. s
MOXITUBOCTI OIIIHKH SIKOCTI OTpPHMaHMX MoOJAeNed s 3amad  Kiacudikamii
IIPONIOHYEThCS BUKOPHCTOBYBaTH Metox Multidimensional scaling MDS [6, 19]. Lle
OITMH 3 METOJIIB MOHIDKCHHS PO3MIPHOCTI BEKTOPHOTO MPOCTOpY. MeTor MeTomy €
MOHW)KEHHA PO3MIPHOCTI 0 Takoi sIKy MOXIIHMBO Bi3yamisyBatd (3 uyu 2-MipHOI).
Kpurepiem 11 moHmkeHHs pO3MipHOCTI BHCTyIae, Hanpukiaz, EBkiigoBa BiacTanb
MDK BekTopamu. ToOTO pO3B’S3yI04M  ONTHMI3aUifiHy 3amady 3HAaXOISTh

BiOOpakeHHS R" > R* o0 Ja€ MOXJIMBHM OTPHMATH IBOBHUMIpHHH Tpadik
B3a€EMHOTO PO3TALIyBaHHS TOUOK-BEKTOPIB Ta Bi3yaJbHO OLIHWUTH SKiCTh MOAENI IS
3a1a4i Kaacudikarrii.

3anponoHOBaHO  Bi3yallbHI ~ KpHTepil Ul OWIHKM SKOCTI  Bi3yaJbHOTO
MOJICITIOBaHHS (PUCYHKH 4-6).

Pucynok 4. Ipuxiao éucoxo2o pignsa axocmi mooeni 015 3a0adi knacugixayii

Pucynox 5. [Ipuxnao nputinssmuozo piers akocmi mooeni 015 3a0aui Kaacugixayii
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Pucynox 6. [Ipuxnao He3a008invbH020 pieHs skocmi Modeni s 3a0aui Kaacugixkayii

Kpumepiii 1 — Bucoxwuii piBeHs Mozeni it kiacudikarmii texcris. Ha pucynky 4
BUIHO, IO JIBa KJIACH YIiTKO PO3IUIEHI MiX CO0OI0, IO CBiJYUTH PO KOPEKTHICTH
3aIpPOIIOHOBAHOT MOJIETII.

Kpumepiii 2 — IlpuiiHATHWIA piBeHb Mozemi I Kiacudikamii TekcriB. Ha
PHUCYHKY 5 BHJHO, IO JBa KJIACH CTHKAIOThCS M co0ot0. IIpH TakoMy IMOKa3HUKY
MO)KHA BBa)XaTH MOJIEJIb MPALE3aTHOI0, MPOTEe BOHA MOTpeOyBaTHME HOAaTKOBOTO
€KCIIePTHOTO BHCHOBKA JUIS MiATBEPIXKCHHS KiacuQikarii.

Kpumepiti 3 — HesanoBineHuil piBeHb Mojemi s kiacudikarii tekcris. Ha
PUCYHKY 6 BHIHO, IO JIBA KJIacCH Mai)ke HE PO3IiICHI MiXX cO0O00, BiICTaHb MiX
HYMH He3HauHa, a MICISIMU 3yCTpidaeThesl epeTuH. [1pyu TakoMy MoKa3HUKY MOJIEINb
HE MOKHa BBa)KaTH IIPalle3/1aTHOI0, BOHA MOTPEOye TOOMPAIIOBAHHS.

HaBeneni kpurtepii mNpONMOHYEThCS 3aCTOCYBaTH s TIEPEBIPKH  SKOCTL
3alpOMOHOBAHOI MOJENi cy4dacHOi YKpaiHChKOi MOBH. Monens BBaXaTHMEMO
KOPEKTHOIO, SIKIIO 3HAYEHHS PE3yJbTaTiB Oyle 3HAXOOUTUCH B MEXaX MK IEPIINM
Ta IPYrUM KPUTEPiSIMHU.

6. IlinroToBKAa HABYAJILHUX BUOIPOK JaHHUX

[MinrotoBka HaBYaNbHUX BHOIPOK MAaHHWX JUIS CTBOPEHHS MOJENi Cy4acHOI
yKpaiHCBKOi MOBH JJIsI METOJy BUSIBICHHS LIILOBUX 00 €KTIB MpeaMETHOI o0nacTi €
OKPEMOIO CKJIa/I0BOIO JIOCIIPKEHHSI.

Jns moOymoBu Mozenmi Ta ii Bamigamii (CIIPOMOXKHOCTI KIaCH(iKyBaTH TEKCTH
crinikyBaHHs y [HTepHeTi) OynO BHKOPHCTaHO Taki KOPIyCH YKpPaiHCBKOi MOBH 3
YaCTOTHUMH CIIOBHHKAMH Ta PO3MIYEHUMH 32 KaTeTOpisiIMU TeKCTaMu:

1. FpVK — 30anaHcoBaHHU KOPITyC-MiJIbBHOHHMK CydacHOI MOBH. Binmkputuii,
30anaHCcoOBaHUN 3a JKaHpPaMM KOPIyC CydacHOi yKpaiHChKoi MOBH oOcsroM 1 MitH
cloBoBXUBaHb. Kopryc moOynoBaHuili Ha 3acajax, w0 OylM IOKJIaIeHI B OCHOBY
BiJIoMOr0 KOpIycCy aHrmificbkoi MoBu Brown. [12]. Takox a0 CKiIagy IbOTo KOpIycy
Bxomuth ciaoBHUK VESUM (URL: https://r2u.org.ua/vesumy/.), sskuif MiCTHTb ciioBa-
MIOKpY'i, HCHOPMATHBHY JIEKCHKA, CYPIKHUK, IO € HEBIJ €MHOIO YaCTHHOIO TTOOYTOBOT
YKpaiHCbKOT MOBHU.

2. Kopnyc ykpaincekoi mosu MOVA.info. Ilpn3HadeHnit A1 MONIyKy JeKCeM Ta
c1oBo()OpM B yKpaiHCHKUX TEKCTaX MEBHOTO CTIIIO (JUI OKPEMUX YaCTHH KOPITYCY
TaKOXX MOXKJIMBHH Mouryk Mopdem, MOppEeMHUX i CHHTaKCHYHUX CTPYKTyp) [13]. ¥V
JaHiif poOOTI BUKOPHCTOBYBABCS JUIs TOOYI0BU BEKTOpA KIFOUOBHX CIIIB.
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3. UA-GEC: nepmmii aHotoBannit GEC-kopmnyc ykpaincskoi MoBH. Lle komexmist
TEKCTIB, HAIMCAaHUX 3BHYAHHMMM JIIOIBMH: ecel, JOMUCH B OJorax Ta conMepexax,
BIATYKH, JIUCTH TOINO. L{i TEKCTH MICTATH TpaMaTUyHi, CTHIIICTHYHI Ta opdorpadivni
TTOMMJIKH, 1[0 MAaKCUMAJIbHO HAOIMIKAIOTh 1X JI0 TIOBCSAKICHHOT MOBH [ 14].

4. Ukrainian News Collection. VkpaiHceki HOBHHH — i€ KOJIeKIlist 3 ToHan 150
TUCSIY HOBUHHHX CTaTel, 3i0paHux 3 moHax 20 HOBUHHUX pecypciB. 3pa3ku HaOOpiB
JIAHUX TOAUISIOTHCS Ha 5 KaTeropiil: TOJIITHKA, CIIOPT, HOBHHU, Oi3HEC, TEXHOJOTII.
Habip naHmx HagaHO HEKOMEpIIHHOI CTy#eHTchKoro opraHizamiero Fldo.ai
(mocmimaunbKUH Bignin MammHHOTO HapyaHHs Fldo HamionanbHoro yHiBepcuteTy
«KueBo-MormisiHCbKa akazeMisi») Uil JOCHIIHUIBKUX IIiJield B 0ONacTi aHamizy
nanux (knacugikariis, Kiactepusallis, BUAUICHHS KIOYOBHX CIiB Tomio) [ 15].

5. Vkpaincekuii ee6-xopnyc Jleiinyusvkoco yuigepcumemy. Kopiyc TeKcTiB
yKpaiHChkoi MOBU. MicTuTh 9acTOTHI cIOBHUKH. CIOBHHMKM MoOynoBaHi Ha 0asi
Bikimenii, HOBUHHHX caiiTiB, BeOJZOKYMEHTiB. MO)KHA 3aBAHTAXKUTH B PI3HHUX
o0csrax TokeHis (ciis): 10 000, 30 000, 100 000, 300 000, 1000 000 [16].

6. Kapnamu 6y0 kapkxac. HaGip crareii ne 3i0pani iHdopmawis npo mepeoir
Oy/miBHHUIITBA, HOBUHH CY4acHOI apXiTeKTypH, TexHomorii. Ckiamaetbes 3 monan 200
TeKCTiB B cepeaubomy mo 500 ciis (https://karpatybud.com.ua/statti/).

7. bnoe cadisnuxa. Caiit, mo mictuth moHaa 200 TEKCTIB PO3MIPHICTIO OIU3BKO
500 cmiB  kokeH, TpucBIYeHHMX ~Temarumi  caniBHuuTBa  (https://agro-
market.net/ua/news/).

Taka KimBKICTH Kepen OOyMOBJICHAa THM, IO Cy4acHOi YKpaiHChKa MOBa
OXOILTIOE Oarato cdep KUTTEMISITBHOCTI.

ToMy B3SIBIIM TINBKY OZMH 3 KOPIYCIB I AOCIIDKEHHS HE 3MOXKEMO OXOIHMTH
BECh JICKCHYHHUI 3armac MoBU. KokeH i3 B3ATHX KOpPIyCiB 31aTeH IepelaBaTH CEHC

Cy4acHoi yKpaiHCHKOi MOBH, TOMY M TOGYIOBH BEKTOPY KIIOYOBHX CiiiB /Yo7t d
OyJ10 BUKOPHUCTAHO HABE/ICHI JKepela.

7. IlpukaagHe 3aCTOCYBAHHSA JJIsl TOCTiAKeHHs] e(peKTUBHOCTI MeTOay
BUSIBJIEHHSI HIILOBUX 00’ €KTIB nMpeaMeTHOI 00J1acTi

Jnst  Bamijamii 3anpoONOHOBAHOTO  IHTENEKTYyaJIbHOTO METOLY  BHSIBICHHS
LITBOBUX 00’€KTIB MPEAMETHOI O0NACTi 32 MOKAa3HUKAMU CEMaHTHYHOI 3B’SI3HOCTI
st kinacudikanii TekcToBol iH(poOpMalil 3 BHKOPHUCTAaHHSAM po3poliieHoi Moperni
CyJacHOi yKpaiHCBKOI MOBH, OyaI0 po3poOJeHO NMPOTrpaMHHUil 3acTOCYHOK MoBoto Ci#
JUISL TIEPETBOPEHHS TEKCTOBOTO KOHTEHTY (ailimiB i3 TecTOBOi BHUOIPKH Yy MHOXHHY
oiTboBUX 00’€kTiB  mpeamerHoi oOmacti [1]. TonoBHe BiKHO po3poOIICHOTO
3aCTOCYHKY 300paKeHO Ha PUCYHKY 7.

3acTOCYHOK J03BOJISI€ 3a/1aBaTH HACTYIII TApaMeTpH:

1) nutsix 1o Qaiiny, 1o MiCTUTh KIFOYOBI TEPMiHH;

2) oOupaTé METOI OL[IHKU TEPMiHIB B TEKCTOBOMY KOHTEHTI;

3) obuparu Kopmycu TEKCTiB siki OyayTh oOpoOmstucs. B pesynsrari po6otn
3aCTOCYHKY OTpUMY€ETbCsl (Baiin skuil MICTUTh HU(POBE MPEACTABICHHS KOXXHOTO
TEKCTY 13 00paHUX KOPIYCIB.
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Pucynok 7. Excnepumenmanvuuil 3acmocyHoK 015k ROULYKY KAIOYOBUX Cli6
ANMEPHAMUSHUMY MEMOOAMU 1l NEPEeMBOPEHHS MEKCMO8020 KOHMEHMY 8 Yuppose
NOOAHHS

[Napamerpu cepenoBuIna aHami3y TEKCTOBHX MJaHUX. OTpumaHumii Qaiin
NepenacTbest Ha OOpoOKy MNpOrpaMHOMY 3aCTOCYHKY pO3pOOJIIEHOTO Ha MOBI
nporpamysanHs Python i3 3acrocyBanusM 6i6miorexku Manifold. Jlanuii 3acTocyHOK
3YUTY€ JaHi 13 OTPUMAHOTO Ha BXiJ (ailily i3 MOMepeqHBOro eTamy Ta o0pooIise
oTpuMaHi AaHi 3a jgomomoro Metomy MDS i3 6i6miotekn Manifold. Pesymbrar
orpuMaHuii 3 meroxy MDS Bizyani3yerscs Ha rpadigHOMy iHTEpderici.

8. Pe3yabTaTH eKCIEPUMEHTY Ta TUCKYCis

Jnst nocnijpkeHHsT €eKTHBHOCTI 3alpOIIOHOBAHOTO METOAY Oylno CTBOPEHO
OKpeMe KOHCOJIbHE IporpaMHe 3a0e3nedeHHs MOBOIO Python, sike mepenbauae
BUKOPHCTAHHS OTPHMAHOTO CITUCKY IUILOBUX 00’ €KTIB I TOCIIIKYBAaHUX TEKCTIB,
Ta CIOBHHKIB 11 okpecieHux teM «Kapmaru Oyn kapkac» Ta «bior camiBHHKa».
BinmnosigHo, 3HaiineHi HiNbOB1 00’ €KTH OYyITH IepeBeIeH] Y BEKTOPHE MPEACTaBICHHS
po3mipom 1500 (sik po3mip cioBuuka) Metogom One-Hot Encoding.

Hapmani Oyno mepeBipeno EBKmifoBi BifCTaHI MK TEKCTaMH OIHOTO
copsimyBaHHs (5 TekcTiB Kareropii «Kapmatm Oyn kapkac» Ta 5 TekcrtiB «bmor
caliBHUKa»), a TakoK Oyau oOpaxoBaHi EBKIiIOBI BigcTaHi MiK BeKTOpamu
MIPOTHJICKHUX Kareropiil. JlaHi ekcriepuMeHTy HaBeAeHO B TaOmui 1.

Marpuns BigcTaned Tabnuii 1 Ta pUCYHKY 8§ IEMOHCTPYIOTH WiTKE PO3MAiICHHS
TEKCTiB Ha JIBl OCHOBHI I'PYITH 3 Pi3HIM 3MiCTOM.

[epmra rpyna tekcriB (1-5), mo Hamexars kareropii «Kapmaru Oy kapkac» mMae
TICHIIII 3B'I3KM MDK CO00I0, aHAJIOTiYHO sIK jApyra rpyna (6—10) Takox mMae MeHIIi
BHYTpimHi Bincrani (kareropis «bijor camiBHHKa»), aje BOAHOYAC Ma€ BENHUKI
BI/ICTaHi 10 TEKCTIB 3 NepIIOT rPyIH, 10 CBIAYUTH PO Te, IO i IPYIH HAJIEKaTh 10
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pi3HEX TemaTWK. TeKCTH BCepequHi KOXHOI IPYNM MaloTh HEBENHWKI BiJCTaHi, II0
CBITYNTH PO IXHIO TEMATHYHY CXOXKICTb.

Tabauus 1

EBkutinosi Bigcrani mixk Tekcramu (Nel-10) oHOTO cipsiMyBaHHsI

Nel Ne2 Ne3 Nod Nes Ne6 Ne7 Ne8 MNe9 | NelO
Nel 0 103 | 112 | 9.75 | 147 | 257 | 234 | 28,6 | 29.6 | 247

M2 03| 0 | 157 | 171 | 164 32'2 25 | 263 23"1'3 265

Ne3 | 112 | 157 0 9.4 8.89 | 276 | 249 | 238 | 257 | 27.1
Neq | 975 | 17.1 9.4 0 547 | 324 | 307 | 26.1 | 27.6 | 23.6

M3 1 147 | 164 | 889 | 547 | 0 | 104 | 24| 201 ] 24 | 247
M6 | 257 | %92 | 276 | 324 | 194 | 0 | 978 | 699 | 91 | 143
M7 | 234 | 245 | 249 | 307 | B4 Lo | o |19 [ 2% 798
M6 | 286 | 263 | 238 | 261 | 251 | 699 | 119 [ 0 | 633 | 891
N9 | 206 | 2% | 257 | 276 | 284 | 91 125'4 633 | 0 | 135

MNelO | 247 | 265 | 27.1 | 23.6 | 247 | 143 | 798 | 891 | 135 0
Pesyneraru orpuMadi 3 TaOMuII IPOUTIOCTPOBaHI rpadikoM Ha PUCYHKY 8.

W Tekcr 1

W Tercr 2
W TekcT 3
mTerT4
W Tercrs
® Tercr &

TekoT T
® TercT8

Tencrd

u Texcr 10

Tl Tescr2 Tewer3 Temet4 Teners Tenerd Temer 7 Tercrd Tekctd Tewcr 10
Pucynok 8. Eexnioosi giocmani mize mecmogumu meKCmamu 080X Kamezopitl
ITpu noOynoBi MOBHOT MOJIEINi OCHOBOIO ITPOIMOHOBAHOTO Y3arajJbHEHOTO BEKTOPY

Word ¢ cnogank MOVA.info [13], ockinpku BiH HAWOIIKYE T IXOAUTH IS 32124
kiacuikamii IHTEpHET-KOHTEHTY 3 MJOJAaBaHHSAM CIIB IHIINX CIOBHHKIB. Jims
JOCSATHEHHST TOCTaBIeHOI 3amadi Oylo TakoX MpOBeAeHO (imbTpamiro 3a
iMEHHHMKaMH, OCKIJTbKM OTPMMAaHHH CJIOBHHK MaB pi3HI YacTMHH MOBH Ta OyB
HeonHopiaHM. OTpUMaHUI TAKUM YHHOM BEKTOp ckiagaeTsest 3 1500 coiB.
JloBKMHA BEKTOpY CIiB MOJENi JUli BEKTOpH3allii yKpalHOMOBHOTO CErMEHTY
Intepuer y 1500 omuuune Oyna BCTaHOBIEHAa 3a pE3YIbTaTOM JOCIi/KEHb.
Hampukian, Ha pucyHKY 9 HaBeneHo Bizyamizamiio GiHapHOI kinacuikanii onmcaHol
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MHOXHHH TekcTiB MetogoM TF-IDF 3a nomxunu Bexropa y 3000 ciiB, a Ha pHCYHKY
10 HaBemeHo Bi3yamizamito OiHapHOi KiacHQikalii ONMCaHOI MHOKHHU TEKCTIB
metonoM TF-IDF 3a nomxunu Bekropy y 2000 ciiB. JlocmimKeHHs BCTAHOBWIIH, IO
HalKpala 37aTHICTh 0 PO3AUIBHOCTI mMpH Kiacuikaiii TEKCTIB CrOCTEepiraeThbest
MIpU AOBKHUHI BEeKTOpa ciiB piBHIKA 1500 oguHULB.

4 2 2 4 6

Pucynox 9. Bizyanizayis 6inaproi knacugixayii mexcmie memooom TF-IDF 3a
dosacunu eexmopa y 3000 cnis

3 L , £ 1 |
-a 2 o 2 4 “

Pucynok 10. Bizyanizayis 6inapnoi knacugpixayii mexcmie memooom TF-IDF 3a
dosarcunu eexmopa y 2000 cnis

s mpoBeneHHS eKCIepUMEHTaIbHUX JOCHIIKEeHb OynH 3i0paHi TEKCTH TBOX
kareropiii:  OymiBaunTeBo  (https://karpatybud.com.ua/statti/) Ta  camiBHHITBO
(https://agro-market.net/ua/news/). Lli 3ibpanns mictsats mo 200 TEKCTiB KOXEH, B
cepefHbOMY HOBXKHHOIW B 500 cmiB kokeH TekcT. OCKIIBKHM y 3aBAaHHIX
NOCTI/DKEHHST MeTol0 € OiHapHa Kiacudikaiis, TO BHKOPHCTAaTH MBI Kareropii
JIOCTATHBO TS BaJIiAaIlil MPOMOHOBAHOT MO/ Ta MPOBEACHHS EKCIIEPUMEHTATBHUX
JIOCITi/KCHb.

Pesynomam 1. B pesynerari Bayijauii sSkocTi Mofeni moOyTOBOTO JISKCHKOHY
VYkpaiHoMOBHOTO cerMeHTy IHTepHer 3a BuKopucTanHs Meromy TF-IDF Gymn
OTpUMAaHi pe3yNbTaTH, 300pakeHi Ha pHCyHKY 11. Pe3ymprar MokHa OIIHHTH 5K
HE33/I0BUTBHHMN, OCKITBKH KaTeropii JeSKHX TEKCTiB OylI0 BH3HAYEHO MOMILIKOBO, a
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o0nacTp TMOMITY/pO3MEXKYBaHHS € HEWiTKo. lle MosSCHIOEThCS XapaKTepHHMHI
pHicaMH IbOTO METOXY, SIKi MOJATAIOTh y HOTO BHCOKIH YYyTIAMBOCTI 10 MifOOpy
TEKCTIiB aJbTepHATHUBHUX Kareropif. OCKIIBKM albTepHATHBHI KaTeropii MOXYTb
OyTHu Mmo3a MeXaMU BUKOPHUCTAHUX KJIACIB AJIs Kiacudikarii, 110 0COONMMBO YyTIMBO
IS TEKCTiB MOOYTOBOI TEMaTHKM, TO II¢ MOXKE MPHUBOJUTH 1O BHIIAJKIB
HEMpaBWIbHOI Kiacu(ikallii TeKCTiB.

Pesynemam 2. OtpumaHi 3a BHKOPHUCTaHHS METOy THCHEPCIifHOTO OLiHFIOBAaHHS
pe3yibTaTy Bamimamii SKOCTI MOJIETi HOOYTOBOTO JIEKCHKOHY IPOLTIOCTPOBaHI Ha
pucyHKy 12. Pe3ynbsrar MokKHa OLIHHUTH SK NPUHHATHHH, OCKUIBKH € TEKCTH, SIKi
MICTATBCSI HA MEXi KiaciB. MeToJ| MUCIepCiifHOTO OIiHIOBAaHHS Ui ¢(EKTHBHOTO
00paxyHKy 3Ha4eHb CEMaHTHYHO{ BaKJIMBOCTI CIiB MOTpedye sikomora Oinbmrol
KUTBKOCTI MOSB 3HAYYIIUX CIIB B OKpeMUX TeKkcTaxX. [loOyToBe CHiJIKyBaHHS
XapaKTepU3yeThCsd (parMEeHTapHUM BUKOPHCTAHHAM 3HAYyNIUX CIIB y HEBEIHKii
KIiTBKOCTI, TOMy B JESIKHX BHIAAKaX HE3aMOBUIbHI CTaTUCTHYHI MOKa3HUKU
VHIKQUIBHHX CIIB TEKCTy He 3a0e3MeuyloTh JOCTaTHBOI PO3AUIBHOCTI 3HAYeHb
MOKa3HMKIB, aKTyaIbHAX I Kiacu(ikarii.

2 1 8 i 4

Pucynox 12. Banioayis sikocmi mooeni 3a Memooom OUCnepciiitno2o OyiHI08aHHs
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Pesynemam 3. Otpumani 3a BukopucTaHHS Meroxy Text Rank pesymsrarn
MIPOLTIOCTPOBaHI Ha PHCYHKY 13. SIKICTB pe3ynsraTy MOXKHA OLIHHUTH SIK BHCOKY,
OCKUIBKM 00uzABI Kareropii MawooTh dwitke posainenHs. Merox Text Rank mms
00paxyHKy 3Ha4eHb CEMaHTHYHOI BaXJIMBOCTI CIIiB BUKOPHCTOBYE HE TUIBKU BIacHE
MO3MLii CIIiB y TEKCTi, a i B3a€MO3B’SI3KM MIX CJIIOBaMH Ta B3a€MO3B’SI30K Y4acCTOT
TIOSIB CJTiB 110 BiAHOIIEHHIO O B3a€MO3B’SI3KiB MIXK CIIOBAMH.

Ie mo3Bosie mMpHitMaTy 10 yBaru OUIBNIY 3a 1HIII METOAW KUTBKICTH ITapaMeTpiB
TEKCTY, B TOH dYac SK TEMaTHMKH I0OyTOBOTO CIIJIKYBaHHS HE JO3BOJISIOTH
ONICP)KYBAaTH y BENMKIH KUIBKOCTI IEPBUHHI ITOKa3HWKH I OLIHIOBaHHA. Tomy
JTaHUH MEeTOJ BHUSIBHB JIOCTaTHBO BHCOKY €(EeKTHBHICTh PO3ALTBHOCTI TEKCTIB 3a
KaTeropisMu.

Pucynox 14. Banioayis sixocmi mooeni 3a memooom YAKE
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Pezynomam 4. 3a Bukopucranus Meroxy YAKE Oynmm oTpumani pesynsTaTi
kinacudikamii TekcrTiB, 300pakeHi Ha pucyHKY 14. Taki pe3synbratm MoXHa
IHTEpIPETYBATH K MK BHCOKHM Ta 3aJ0BUIbHUM. Kareropii po3ineHi, mpoTe 9iTkoi
Mexi Hemae. Llefl MeTon BpaxoBye psi BaXJIMBUX IMOKa3HHUKIB TEKCTY, TaKHX SIK
4acToTa CJiB, PISHOMAHITHICTh KOHTEKCTY IOSIB CJIOBA TA YACTOTA MOSB CIIB Y Pi3HUX
peuennsx. [Ipore xapakrepHi 0coOnMMBOCTI HOOYTOBOTO CHIIKYBaHHS HE JI03BOJIIOTH
METORy BHKOPHCTaTH HOTO XapakTepHi IrepeBard. Jlo Takux IepeBar HalleKaTh
BpaxyBaHHS BHKOPHCTaHHS BEIMKUX JITEP i CKOPOYEHb, INPHCYTHICTH CIIiB Ha
MOYaTKy TEKCTy. Takok, MpW 30UTBIICHHI YHCIa KUIBKOCTI TEKCTIB MOXKIJIHBOCTI
Merony YAKE 3HmXKyIOTBCS 1 HOro 3acTOCYBaHHS MOXKE IIPH3BECTH 10 HEWiTKOI
knacugikamii. Tomy et Mmeton, epeKTUBHUHN IS TEKCTIB iHIIOTO XapakTepy, TAKUX
SIK HayKOBOi CTaTTi, B BUMAAKY aHAaJi3y TEKCTIiB 3 MOOYTOBOTO CIIIKYBaHHS BHSBHB
MEHIII 33J{0BUTbHUI PE3yNbTar.

Pezynemam 5. 3a oTpUMaHUMH Pi3HIMH METOJAMH YHCIOBHMH 3HAYSHHIMH JUIS
BEKTOPY CJIB SKI BIAMOBIJAIOTh BAXIMBOCTI KOKHOTO 3 HHUX IS 3ajadi
kiacudikanii, OyB IpOBENCHHUH aHAaTi3, NIIIXOM IX HepeTHHY I pi3HUX MeToxiB. B
pe3yibTaTi HaBeIEHOr0 OTPUMaHa MHOXKHHA CIIIB sSIKa € 3arajJbHOI0 JUISi METOAIB L0
po3rsaanuck. O6’eM MHOXKHHU ckiaB Oinst 500 ciiB.

OTpuMaHi ClloBa MOXHA BB@XATH MOCTATHIMH IUIsI MOJCTIOBAaHHS 3aadi
knacugikamii 32 HabopaMu TEKCTiB, IO PO3MIAANNCh. B moganbsmomMy, oTpuMaHui
TaKAM YMHOM Hadip MOXKIMBO BUKOPHCTATH SIK 0a30BHH U1 (OPMyBaHHS BEKTOPHOT
mozemni. dopmyBaHHS MoAETl MOXKE MPOXOTUTH MUITXOM JONOBHEHHS 0a30BOi
MHOXHHH CIIB CIOBAaMM IO MPUTAMaHHI KOHKPETHHM  3ajadaM, II0
PO3DIAAATUMYTBCS: BHABICHHS CYIIMIHMX HacTpoiB [26], Oymminry [27],
HETaTHBHOTO €MOIIITHOTO 3a0apBICHHS TEKCTIB [28], HEraTUBHOTO KOHTEHTY TOIIO.

3 oTpuUMaHMX pe3yJbTAaTiB  Bajimamii Mojemi MOOyTOBOTO  JICKCUKOHY
VYKpalHOMOBHOIO CerMeHTy IHTepHeT BHIHO, 110 KiIacudiKallis TEeKCTiB I00yTOBOro
XapakTepy € HalOUIbI €(EeKTUBHOO 32 BUKOPUCTAHHIM METOIY ITOIIYKY KIFOYOBUX
cmiB Text Rank. [Momanmpmri mocmikeHHS HampaBlieHI Ha BIOCKOHAJCHHS Ta
Morudikairo BXE ONHCAaHWX [MiAXOOIB [UIIXOM TMEpEeBIpOK  IPHITYIICHb,
BUKOPHCTAHHS JUIA BEKTOpHW3allii TEKCTiB KOMITO3MIIi METOMIB TOMIO. Takox
TIOZIAIBIII JTOCTI/PKeHHs OyAyTh CIIPSIMOBaHI Ha yIOCKOHAJEHHS 3arajlbHOTO BEKTOPY
CNIiB CcydacHOi MOOYTOBOT yKpaiHCBKOI MOBHM Ta pO3B’SI3aHHS 3a/a4 BH3HAYCHHS
HETaTHMBHOTO 3a0apBICHHS] TEKCTOBMX IIOBIIOMJIEHb B CEIMEHTI IHTEpHeET-
CIIJIKYBaHHSI.

9. BUCHOBKH

Byno po3misiHyTO MOTOYHHI CTaH HAyKOBOTO HAMpsIMy BHSBICHHS LITHOBHX
00’ekTiB mpeaMeTHOi 007acTi, Ta HAa OCHOBI OIPAalbOBAHOTO MaTepiary
3aIpPONOHOBAHO BIACHUI IHTENEKTYyalbHUI METOJ BUSIBIEHHS IIJIbOBUX 00 €KTIB
MpeaMeTHOT 00NacTi 3a MOKAa3HMKAMH CEMAaHTHYHOI 3B’SI3HOCTI A Kiach@ikamii
TekcToBOi  iH(opmamii, SKWA [pU3HAYEHWH JUII  aBTOMATH3allil  IpoIecy
izeHTH(dIKail KIIOYOBUX EJIEMEHTIB Yy BEIUKNX MAacHBaX TEKCTOBHX JaHUX,
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CIpSIMOBAaHMI HAa IJABHINEHHS TOYHOCTI Ta e(QEKTHBHOCTI aHaNi3y TEKCTOBOI
iHdopmarii.

3anponoHOBaHMWI METOJ IOKa3aB, L0 3HAHIEHI LiTbOBI 00’€KTH NMPEIMETHHUX
obnactell CIpOMOXKHI BUKOHYBATH MOJAJIBINY 33Aady Kiacu(ikallii, JeMOHCTPYIOUH
Ha MeTpuli EBKIiOBHX BiAcTaHeH TpymyBaHHS TEKCTIB OnHiel KaTeropii Ta
301IbIIEHHS BIACTaH1 OpTOroHadbHOI 1ii. CyIyTHIM pe3ynbTraToM peaiisauii MeTony €
po3poOka Mojemi cydacHOI YKpaiHCBKOI MOBH, Yy paMKaxXx $KOi MOMKJINBA
TiepIuIomyHa KIacu(iKalis TeKCTiB A BUSBICHHS IIJTbOBUX 00’ €KTIB IIPEeAMETHOT
obrmacTi 3a NOKa3HMKaMH CeMaHTH4YHO! 3B’s3HOCTi. Tok Oysno 3alpoIoHOBaHO
MOJIeJIb Cy9acHO{ yKpaiHCEKOT MOBH, II0 MOOYJOBaHa NIIIXOM 00’ €THAHHS 3HAYUMHX
JUIS TIepeiadi CeHCY BiIOMUX YaCTOTHHUX CIIOBHHUKIB.

Mopens Mae BHKOPHCTOBYBAaTHUCH JJs aHANI3y KOHTEHTY YKpaiHOMOBHOTO
CEIrMEHTY IHTepHEeT, SKHH XapaKTepu3yeTbCsl BHUKOPUCTAHHSIM TIpaMaTU4HO M
CHHTAaKCYHO XHOHHX, aje¢ B MOOYTOBOMY CIUIKYBaHHS PO3MOBCIOKEHHX CIIiB,
BPaxXOBYIOYH HEICH3YPHI; TOMY iCHYIOUI Cy4acHi YaCTOTHI CJIOBHUKH HE MOKPHBAIOTh
y TOBHIM Mipi BKa3zaHWi cerMeHT. [IJis1 CTBOpEHHs KOPEKTHOI MOJeli CydacHOi
yKpaiHCBKOi MOBH Oy/I0 BHKOPHUCTAQHO YAacTOTHI CJIOBHHMKH ICHYIOUHMX KOPITYCiB
YKpaiHCBKOI MOBH, SIKi CYKYITHO OXOIUTIOIOTH K Pi3Hi cep IisIIBHOCTI Ta THITH
KOHTEHTY, TaK i pi3Hi 00JlacTi CIIKyBaHHS, BPaxOBYIOUH CIUIKYBaHHS B IHTepHeT.
nsxom 00’€qHAaHHA 3a YaCTOTHUMH MOKAa3HHUKAMH CJOBHHKIB IIMX KOPILYCiB
YKpaiHChKOI MOBH Oylno OAep>KaHO BEKTOp CIiB, SKHH OIS TOKPaLIeHHS
CIPOMOXKHOCTI Kiacudikamii OyB BinginbTpoBaHHK 3a IMECHHHKOBOIO TPYIOIO Ta
oOMexeHui KinbKICHO.

Jlns Bamimariii mponoHOBaHOT Mojieli Oyino B3STO JBI OPTOTOHATBHUX MHOXHHHU
TeKkcTiB posMipHicTio moHany 200 y koxHid. KoxeH TekcT OyB BEKTOPH30BaHHI
OJJHUM i3 YOTHPHOX MHPOINOHOBAHMX MeTOAIB momyky kimodoBux ciiB (TF-IDF,
mucnepciiinoi ominku, Text Rank, YAKE) 3a wmo4oBuMu cioBamu Ta OyB
BiJHECEHMI 10 3a1aHOi Kareropii. [yis 3abe3medeHHs MOKIMBOCTI OLIHKH SIKOCTI
OTpUMaHHUX Mojenel OyB BukopuctaHuii mMeroq MDS Ta 3ampomnoHOBaHi KpuTepii
Ul iHTepIpeTamii OTPUMAaHUX pE3yIbTaTiB 3a TPHOXPIBHEBOIO mIKanowo. lle
JI03BOJIAJIO BU3HAYUTH METOJ[ MOIIYKy KIIOYOBHX CIIiB, SIKMH HalKpalle IiIXOJUTh
JUIsl BUKOPHUCTAHHS 3 3aIIPOIIOHOBAHOI0 MOJEIUIIO Cy4acHOI YKpaiHChKoi moOyToBoi
MoBH. [IpoBeneHi 1ocnimKeHHs: BU3HAYHIN HACTYIHI Pe3yJIbTaTH:

1. BcraHoBieHo, 110 HalKpaia 3[aTHICTh O PO3JUIBHOCTI mpu Kiacuikamii
TEKCTIB 3 BUKOPHCTAHHSIM 3alPONOHOBAHOI MOJIEIi Cy4acHOi yKpaiHChKOI ToOyTOBOT
MOBH CIIOCTEpITaeThcsi NpPU JOBXKHHI BekTopa ciiB piBHIH 1500 oxwHWMIb, 1Ie
BH3HAYA€ ONTHMAIILHY PO3MIPHICTH MOJIEII.

2. 3a pe3synbraroM TecToBoi kiacudikanii monas 400 TeKCTiB, 3 BUKOPHCTaHHIM
Bi3yasibHOI Bepuikarii pesynsrariB knacugikanii meroqom MDS 6yro Bu3HadeHo,
0 METOA ToInyKy KimouoBux ciiB Text Rank waiikpame migxoanTs mis
BUKOPUCTAHHS 3 3aIIPOINIOHOBAHOIO MOZEIIIIO Cy4acHOi yKpaiHChKOi T0OYTOBOI MOBH.

3. IlinTBepmxeHo, 1m0 MeTox BidyanmbHOi aHamiTuku MDS € edekTuBHEM i
JOCTaTHIM IHCTPYMEHTOM Uil BizyanbHOI Bepuikaiii pesynsrariB Knacugikaril
U(POBHUX TEKCTIB 3a PI3HUMH KaTETOPiSIMH, 0 SIKUX HAJISKATh SK TEMaTHIHI KIIAcH,
TaK i Kareropii eMOIiifHOTO 3a0apBIeHHS TECTiB.
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HaBenene nae MOXIIMBICTH CTBEpUKYBaTH IIPO MOXKJIMBICT BHUKOPHCTAHHS
CTBOPEHOI MO Cy4acHOI YKpalHChKOi MOBH JUIsi BHpILNICHHS 3a1ad aHawi3y
TEKCTOBOTO KOHTEHTY OAMHHIL I1HTEPHET-CIIIKYBaHHA Ta Horo kimacugikamii 3a
pi3HMMH O3HakaMu. Y MOAANBIINX MJOCIIDKCHHSIX IUIAHYETHCS BIOCKOHAJIECHHS
HaBEeJCHUX MiAXOMAIB IO BEKTOpH3alii 3 MHEePeBIpKOI0 MPUIYIICHb BHKOPHCTAHHS
KOMIO3UIII MeTomiB Tomo. Takox € morpeda cCHOpsMyBaTH IOCTIKEHHS Ha
YAOCKOHAJICHHSI 3arajbHOTO BEKTOPY CJIIB YKpaiHCHKOI MOBH Ta pO3B’SI3aHHS 3a1ad
BU3HAUCHHS HEraTUBHOTO 3a0apBIICHHS TEKCTOBUX IIOBIJOMJICHB IIiJ Yac iHTEpHET-
CIIJIKYBaHHS.

XapakTepHOI0 PHCOI0 PO3MIISTHYTOTO MiAXOMY € HOro BHCOKAa €(EeKTHBHICTh IPH
poboTi 3 cy4yacHOi YKpaiHCBKOIO MOBOIO SIK XapaKTEpPHOTO IpPEACTaBHHKA
(GrIeKTUBHUX MOB. 3 ODNIIAY Ha OCOONMBOCTI MiAXOXNy, BiH BHABUTHCA €(EKTUBHHM
TaKOX U aHANTITHYHUX MOB, 30KpeMa aHDIiKChKo1. Lle minBuiye MiHHICTD MiIX0Ay
Ui poOOTH 3 YKpAaiHOMOBHHM KOHTEHTOM IMOOYTOBOTO CIIUJIKYBAaHHS, OCKUIBKH B
HBOMY YacTO IPHUCYTHI SK 3allO3MYEHHs AaHIIIMCBKI CJIoBa Ta BIIACHI Ha3BH.
EdexTuBHICTh MimXomy Ais arTIOTHHATHBHUX MOB TaKHX SK yropcbka BOAJaeThCs
HIDKYOIO, OCKUIBKHM igeHTH¢ikamiss ¢opMaHTiB Ta poboTa 3 HHMH Jemio
BIZIPI3HAETECS BiJ pOOOTH 3 (IekcisMu (IEKTHBHHX MOB 1 HOTpeOye OKpeMHX
pimens. HaBenene hopMye oxkpemuil HampsSMOK MOAANBIINX OCTIKEHb 10 poOOTi 3
TEKCTaMH MOOYTOBOTO CIUIKYBaHHS, IO MAIOTh 3MillIaHUI 0araTOMOBHHUI1 KOHTCHT.

OCHOBHHM pe3ylbTaToM pOOOTH € CTBOPCHHH IHTENEKTyaJbHUI METOXN
BUSIBIICHHA LUTFOBUX 00’€KTIB MpeaMeTHOI 00JacTi 3a MOKa3HUKAMU CEMaHTHYHOL
3B’S3HOCTI 1S Kiacu(ikarii TeKCTOBO1 iHpopMamii 3 BUKOPUCTaHHAM PO3pOOIeHOT
MOJIelli Cy4acHOT yKpaiHChKOi MOBH, SIKMH BiZIpI3HAETHCS BiJl iICHYIOUMX YpaxyBaHHSIM
KJIFOYOBHX CJIB Ta IMEHHHMKOBHMX CYTHOCTEH HpenMeTHoi 00JaacTi, 0 Jajo 3MOry
MiABUIIMTH TOYHICTh BUSBICHHS IUTbOBUX 00’€KTIB MPEIMETHOI 00JIacTi BHACIIIOK
BpaxyBaHHsJ IMEHHHKOBUX cyTHOcTed. [lomanbii mociipkeHHs OyayTh CIIpSMOBaHi
Ha PO3LIMPEHHS KITBKOCTI KaTEeTopii Ta EKCIePUMEHTH i3 iHIINMH METPHUKaMHU
OIIIHKA 3HAWJEHUX MITHOBHX 00 €KTiB, y MOPIBHAHHI iX i3 BIIOMHMH BETUKHMHU
MoBHMMH MozesaMu, Ha KiTaiar GPT, Gemini Torro.
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INTELLIGENT METHOD FOR IDENTIFYING TARGET OBJECTS
OF THE SUBJECT AREA BASED ON SEMANTIC CONNECTIVITY
INDICATORS FOR TEXT INFORMATION CLASSIFICATION
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Abstract: The intelligent method for identifying target objects of subject area
based on indicators of semantic connectivity was considered, which is designed to
automate the process of identifying key elements in large arrays of text data. The
developed method differs from the existing ones by taking into account keywords
and noun entities of the subject area, which made it possible to increase the accuracy
of detection of target objects of the subject area due to the consideration of noun
entities. The conducted studies established that the target objects found by the
created method are able to perform the further task of classification, demonstrating
on the metric of Euclidean distances the grouping of texts of the same category and
the increase of the distance orthogonal to it.

For the applied implementation of created intellectual method for identifying
target objects of subject area, the model of modern Ukrainian language was formed,
which was built by combining known frequency dictionaries that are significant for
conveying meaning. To create the correct model of modern Ukrainian language,
frequency dictionaries of existing corpora of the Ukrainian language were used,
which collectively cover both different fields of activity and types of content, as well
as different areas of communication, taking into account communication on the
Internet. By combining the dictionaries of these corpora of the Ukrainian language
according to frequency indicators, a vector of words was obtained, which was
filtered by noun group and quantitatively limited in order to improve the ability of
classification. The conducted research made it possible to assert the possibility of
using the created model of modern Ukrainian language to effectively solve the
problems of analyzing the text content of Internet communication units and
classifying it according to various characteristics.

Keywords: target objects of subject area, texts classification, Ukrainian language
model, frequency dictionaries, words vector, semantic connectivity
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METO/I BUSIBJIEHHS TA KJIACU®IKALIT TEXHIK
IMPOIMATAHAN Y TEKCTOBOMY KOHTEHTI 3ACOBAMUA
HTYYHOI'O IHTEJEKTY
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XmenvHuyvkutl HayionanvHull yHigepcumem, Yxpaina
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Anomauia. Poboma npuceiuena cmeopenHro ma anpobayii memooy
Helipomepedcedo20 BUAGNICHHA MeXHIKU Nponazanou 3a mapkepamu 3 6i3yanbHOI0
AHANIMUKOI0, WO 003601A€ Nepemeopogamu 6xionwi Oani y euensidi mexcmy 0s
auHanizy ma mooenell Keposano2o MAUUHHO20 HABYAHHS V BUXIOHT OaHi, Wo MICMAMb
YUCNOBI  OYIHKU NPUCYMHOCMI  KONCHO20 NPONALAHOUCICLKO20 HPULiOMYy ma
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1.Beryn

[Iponaranga, 3amMackoBaHa TiJ 3BHYAifHi HOBHHH, TOIIMPIOEThCA BXKE Oarato
JECATHIIITh, alleé CydacHa HU(pOBa epa IOAAaTKOBO CTBOPIOE YMOBH JUIA ii OLIBII
MIBHIKOT'0, MACOBOTO Ta €(pEKTUBHOTO MOIMUpeHHS [1].

CTBOPIOIOTHCS HOBI METOAM TeHepallii TEKCTiB, fAKi [Aemaji dYacTille MaJio
BIIPI3HSIOTBCSL BiJi CTBOPEHHMX JIIOAMHOIO [2], 11O HPU3BOAWTH IO CTPIMKOTO
3pOCTaHHS KiJIbKOCTI KOHTEHTY. TOMy Iie BCe MiIKPECIO€ BaXKJIHMBICTh CTBOPEHHS
aBTOMATH30BaHUX METOJIB JUIS BHSBICHHS IPONATAaHIUCTCHKUX MAHIITYJIAIIH, SIKi
JIOTIOMOXKYTh KOPUCTYBadyaM OTPHMYBATH iHOPMALIi0 OLTBII YCBITOMIICHO.

MeTo10 JTOCHi/KEHHS € TiJBUIIEHHS TOYHOCTI BUSBIEHHS METOMIB IPOTIATraH i
IIIIXOM PO3pOOKM METOAy BHSBICHHS METOJIB IIPOIAraHgy 3a MapKepaMH Ha
OCHOBi Ha0opy Mofeneil MaIIMHHOTO HaBYaHHS, OKPEMO Ul KOXXHOTO METOIY
npomaraHiy, HaBYeHUX Ha MOAU(IKOBAHMX MaPKOBAHUX JJaHUX.

OCHOBHI BHECKH JIOCIII[PKEHHSI MOXHA MiJICYMyBaTH TaK:
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—Po3pobneHo miaxix [0 MiATOTOBKM HABYAIBHUX [aHHUX, IO JO3BOJIIE
MPOBOANTH HABYAaHHSA MOJENeH MAIIMHHOIO HABYAaHHS JUI1 OKPEMHX TEXHIK
IIpoTarany;

— 3anpornoHoBaHO METO]| BUSBICHHS IPHHOMIB IpONaraHay, IO O3BOJIIE
3HAXOAUTH CUIIy NPOSABY KOXHOTO 3 17-M MpHifOMIB NpomaraHg, a TaKoX
Bi3yallbHO IHTEPIIPETOBYBATH OTPHMAHUH PE3yNbTAT 3 BHKOPHCTAHHIM MOZEINI
LIME.

— EKCIIepUMEHTAIBHO NPOJEMOHCTPOBAHO €(EKTHBHICTE BHKOPHCTAHHS
HelipoMepekeBUX Mozenel-TpancopMepiB B MOPIBHAHHI 3 PEKYPEHTHUMH
mozensmu Ta Traditional machine learning approaches
B wiit poGoTi, mani mpencraBieHo OTIA MOB’sI3aHUX PoOIT y chepi BUABICHHA

MPUHAOMIB TpOMAaraHAd 3TiTHO JBOX CKJIAJOBUX JOCHIIDKCHHS, 30KpeMa aHaii3
HasBHUX LUIXiB 1O BHUPINIEHHS NPOOJeMH BUSBICHHSA MpOMAraHAd Ta aHawi3
MoOZeNeil MallMHHOTO HaBYaHHsS IUIsl BHSBICHHS INpUHOMIB mponaraHau. Tperiit
PO3Iin mamepy MICTHTh CXeMy Ta KPOKH METOXy HEeHpOMEpeKEeBOTO BHSBICHHS
TEXHIK NporaraHay 3a Mapkepamu. UeTBepTHi pPO3Mii NMPHUCBSIYEHUH ONMHUCY IUIaHY
EKCIIepUMEHTY BHSBIICHHS TEXHIK IIPOIAraHay 3a MapKepaMd Ta MiArOTOBII
pmaracety. [I’sSTuil po3mim MICTUTH pe3yiabTaTH EKCIIEPUMEHTY, iX aHANITHKY Ta
00roBOpEHHS.

2. AHaui3 ocTaHHIX ToCTiTKeHb Ta myOaikamii

HasBHi muisixu BUpilieHHs] nMpo0JieMu BUsSIBJIeHHs nmpomaranau. [IpoGrema
BUSIBJIICHHS TPOTIATaH/N 3aJMIIA€ThCS aKTyallbHOIO, aJkKe 1 JOCi 3'IBISAIOTHCSA HOBL
Croco0u BIUTMBY Ha KOPUCTYBAUiB JUIsl TIOIIMPEHHS NPONAraHANChKUX OB IOMIICHB.
3 oriaay Ha 1, BUHHKAE 1MoTpeda y MOCTIHHOMY MOHITOPHHIY HOBHX CIOCOOIB
CTBOPEHHS MPONAraHANChKOTO BMICTY Ta BIOCKOHAICHHS METOMIB iX imeHTHdiKAaILliT,
IO € BWKIMBOIO 3ajavero 3abe3nedeHHs iHpopmauiiiHol Oe3mekn Ta MpOTHIIl
nesindopmarii. ToMy HayKOBII TpamiOOTh HaJ BHUSBICHHSIM HOBHX MapKepiB Ta
HOBHX NPUIOMIB ITpONaraHiy, a TaKOX HaJl MOKPAIIEHHAM 1CHYIOUUX IMiIXOIIB s
11 BUSIBIICHHSL.

JlocmiKeHO OCHOBHI METOJHM aHaNi3y Ta3eTHUX TEKCTIB U BHSBICHHS
MaHIMyJATHBHUX TEXHOJOTiH, IIO JO0IOMarae 3acTepertd Bim ne3iHopmarii Ta
nponaranau [1]. TlpeacraBneHo HOBWiIT HaOip €TaJOHHUX NAHUX YECHKOIO MOBOIO
IUIs HAaBYAHHS Ta OLIHKM CYy4YacHHUX 1 MalOyTHIX MeToxiB posmi3HaBaHHA 18
MaHINyJSITHBHUX OPHHOMIB, TakKMX SK HarHITaHHA CTpaxy, peNsATHBI3allis Ta
HaBilIyBaHHA  sApiWKiB. [loka3aHO, 10 TO€AHAHHS KOHTGHT-aHANIZy 3
3aIpONOHOBAHUM CTIJILOBHM AaHANI30M IiJBHINY€ TOYHICTH BUsBIEHHA 15 3 17
OLIHEHNX MaHImynsITUBHHUX TexHIK Bix 0.05% mo 1.46%. Meton mepeBipeHO Ha
nponaranauctebkin 6a3i QCRI. Tlomanpmn mocmimkeHHS OYAyTh 30CepellKeHi Ha
JO/IaBaHHI HOBUX CTHJIOMETPHUYHHMX XapaKTEPUCTHK, BIOCKOHAICHHI i1CHYIOUHX
METOMIB Ta BHKOPHCTaHHI METOIB JOMOBHEHHS JaHHX i1 OOpOThOH 3
IUCOAIAaHCOM — eTHUKETOK. TaKoXX IUIAHYEThCS TepedTd 1o  IpiGHO3epHUCTOL
kiacugikanii Ha piBHI IPOMIXKKIB 4acy, a He Ha PiBHI JOKyMEHTa B L{IIOMY.
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Y me omHOMY JOCHIIKCHHI MpECTaBIeHO 0araTOMOBHHWII Halip MaHUX MPO
IIpoNara"ay Ta NPOBEIEHO EKCIEePUMEHT Ul JOCIIUKEHHS MapKepiB, 3a SKHMHI
JIIOACBKI aHOTATOPH Ta AIrOPUTMHU Kiacu(ikalii BiIPI3HAIOTH MPONAaraHIUCTCHKI
CTaTTi B HENpPONAaraHAMCTCbKUX Ha TmeBHY Temy [3]. Ilokaszano, 110
nepeOiIbIIeHHS, 3MCHIIICHHS OIMCOBOCTI Ta BiCYTHICTh aIcKBaTHUX JUKEPET 4acTo
3yCTpivaroThesl y MpoHaraHAuCTChKii mpeci. Anamizatop VAGO minTBepauB, o
BUKOPHCTAHHSI HEBU3HAYEHHX MapKepiB 3HAUYHO KOPENTIOE 3 MMM OCOOIHBOCTSIMH.
BusBneno, mo Mozemni MamIMHHOTO HaBYaHHA eQEKTHBHI IS BHSIBICHHS
IIpoIaraHy Ha IIeBHY TeMy, ajie HOTPeOYIOTh MMOKPANIeHHs 010 MTOSICHIOBAHOCTI Ta
y3arajbHeHHs Ha iHmn Temu. [lomampimi poOOTH 30cepelaThCcs HA BIOCKOHAJICHHI
aHai3y, po3poOli 0araTOMOBHMX MOJENEH Ta TOKpAIleHHI 1HCTPYMEHTIB
MOSICHIOBAHOCTI. TakoX IUIaHYeThCS BBEACHHS HOBHX MITOK U1 yTOYHEHHS
aHOTamii Ta izeHTH(iKail OLTBIIOT KUTBKOCTI CTHIIICTUYHUX OCOOIMBOCTEH.

3acrocyBanus moaeni MVPROP, mo BukopuctoBye 6araToBUMipHi KOHTEKCTHI
BOy/IOBYBaHHs, JO3BOJISIE TOKPAIIUTH TOYHICTh  BUSBICHHS  IpOTAraH[IH.
ExcriepiMeHTH MOKa3aiy, 0 MOJIelb MOXKe OyTH NepeHeceHa Ha HOBHHHI CTaTTi[4].
Jns tectyBanns npeactasieno TWEETSPIN, Ha6ip nanux i3 TBiTaMu, 110 MiCTHUTb
cmabKi aHOTalil TOHKHX MPOIMAraHIUCTChKUX TEeXHiK, i Momenb MVPROP s ix
pusiiieHHa. TWEETSPIN Brmtovae smmre imeHTH()IKATOPH TBITIB, IO BiIMOBiIA€E
yMOBaM BHUKOpHCTaHHsA Twitter, 1 MICTUTh TOTCHLIHHO O0Opas3NHBI Ta BOPOXKIi
BUCIIOBIIOBaHHA. OCHOBHMM OOMEXEHHAM € chna0ki aHOTamii 4epe3 BEIUKHUHA
Macurab JaHuxX. Y MaiOyTHbOMY IUIAHYETHCS JOCITIIKEHHS BUSBICHHS IPOIaraHan
Ha piBHI OKpeMHX (pparMeHTiB.

Hocmiguuky  3actocyBanu MoBHY Mozaens RoBERTa jans  BusiBneHHs
MIPONAraHNCTChKUX TEXHIK y HOBHHHHUX cTarTsx [5]. Mogens ouiHioBamach 3a
JIOTIOMOTO0I0 pedpepeHcHoro Habopy maHux Juisi 3aBaanHs SemEval-2020 Task 11,
JIEMOHCTPYIOUH 3JIaTHICTh BUSIBIISITH CKJIA[HI TEXHIKU MPONAraHIy i MepeBepuIyoun
6a30By Mozenb 3 mokasHUKoM F1-score y 60.2%. ¥V Toif ac, sk [6] aHami3yBamuch
MOJKJIMBOCTI BHUKOPHCTaHHS BENMKUX MOBHHX Mmopeneid (LLMs), 3okpema moperi
GPT-3.5-Turbo Big OpenAl, mns BUSBIEHHA O3HAaK MpPOMAraHaAd B HOBHHHHX
CTaTTsAX. BUKOPUCTOBYIOUM TEXHONOTiIO, MO JeXuTh B ocHOBI ChatGPT,
JOCNIJITHAKA aHATi3yBalld TEKCTH JJIsi BU3HAYCHHS MPUCYTHOCTI PI3HHUX TEXHIK
MpomnaraHjy, BU3HAYCHHUX Yy TomepenHiii po6oti [7]. Po3pobieHo perenbHO
YTOUHCHHU 3aluT, AKAN MOEIHYEThCS 31 cTarTsiMu 3 Mepexki Russia Today (RT) ta
naracety SemEval-2020 Task 11, mo00 BH3HAYUTH HAsIBHICTh MPOMAraHAUCTCHKUX
MeToauK. JlocmikeHHS MoKaszano, mo TexHosoris LLM moxe naBati po3yMmHL
BHCHOBKHU IPO TpONaraHay, Xoua TOYHICTh BUSIBJICHHs CKianae Bcboro 25.12% 3a
nmaracetoM SemEval-2022. OxHak BOHa JEMOHCTPYE MOTEHINAN K IHCTPYMEHT LIS
BUSIBJICHHS TTPOTIAraH/M Ui KiHIIEBUX KOPHCTYBadiB, TAKUX SIK MeJlia CIOKHMBayi Ta
KYPHAJICTH.

Sk minTBeppKeHO y poboTax BHUILE, NpOMAraHaa XapakTepH3y€eThesl IPUHOMaMH,
3a sKi BIANOBINAIOTH TEBHI MapKepH, sKi TNPUTAMaHHI BUKOPHUCTOBYBaHHM
npuiioMaM. Y poGoTi yBara Oyze 3ocepekeHa Ha BusiBieHHi 17 known npuiiomiB
mpomnarasju, qetanbHo onucanux B [8]. A came: «Appeal to fear-prejudice», «Causal
Oversimplification», «Doubt», «Exaggeration», «Flag-Waving», «Labeling»,
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.________________________________________________________________________________________________________]
«Loaded Language», «Minimisation», «Name Calling», «Repetition», «Appeal to
Authority», «Black and White Fallacy», «Reductio ad hitlerum», «Red Herring»,
«Slogans», «Thought terminating Cliches», «Whataboutism».

Mopeni MAIIMHHOIO HABYAHHSA VISl BUSIBJEHHS NpUiioMiB nponaranan. Y
paMKax JocHiKeHHs OyIyTh BUKOPUCTaHI 3 MiAXOAM LIOAO0 MOJETECH MAIIMHHOTO
HaBYaHHS:

— Tpaguuiiiauii miaxXig Ha OCHOBI MAaIIMHHOTO HABUAHHS.
— Ilinxig Ha OCHOBI pEKYPEHTHUX pelpoMepex.
— Ilinxig Ha OCHOBI MoJenei-TpaHchopMmepiB.

TpaguuifiHuii WOXiq Ha OCHOBI MAUIMHHOTO HAaBYaHHS OXOIUTIOE JAEKiJIbKa
METOMIB 1 AITOPUTMIB, NPU3HAUCHHX U1 PO3B'I3aHHA DPISHOMAHITHHX 3aBIaHb
MPOTHO3YBaHHSA, Kiacudikamii Ta KiIacTepu3amii JaHUX, B TOMY 4YHCH 1 I
BUSIBJICHHS TpuUHOMIB mnpomarannu. JliHifiHa perpecis BHKOPHCTOBYETBCS [UIS
MOJICIOBAHHS JIIHIHHUX 3aJIeKHOCTEH MDK BXigHMMH (yHKIisMu (03Hakamu) i
LUIBOBIMH 3HAYCHHSIMH, a TAKOXX € OJHUM 3 HAHIIPOCTIIIMX METOJIB perpeciiHoro
aHai3y 1 9acTO BUKOPHCTOBYETHCS JUISl IIPOTHO3YBAHHS YUCIIOBHX 3Ha4eHb. MeTon
OmopHUX BeKTOpiB (SVM) mykae onTHMaibHy TiNEpIUIONIMHY, SKa HAWKpalluM
YHHOM pO3IUIA€ JBa KIaCH TOYOK JaHUX Yy TPOCTOpi O3HaK. BiH wacto
BUKOPHUCTOBYETHCS I 3afay Kiacu@ikallii, 0COONMBO KOJH IaHI MAarOTh CKIAIHY
cTpykrypy [9]. HaBuaHHS Ha OCHOBI 0alleCOBHX Mepex IPYHTYETbCS Ha
OaifeciBChbKill HMOBIPHICHIM MOJIEN, Ie KOXKHA 3MiHHA PO3TIIAIA€ThCS K BUMIAIKOBA,
i BUKOPUCTOBYIOTBCSI TpaBmiia 0aifeCiBCBKOrO BHCHOBKY MAJIS MOOYIOBH MOJEII.
Takox cepen TpamuIliiHi MiIX0/iB MAIIMHHOTO HABYAHHS JIJIsl BUSBJICHHS MPHIAOMIB
NpoNaraHi  BUKOPUCTOBYEThCSl  JiorictudHa  perpecis, k-NN, anroputvu
KJacTepu3anii, Hampukiag, k-means. Y poGoti [10] aBTOpH HAaBOIATH pe3yibTaTH
JNOCHI/DKEHHST KiUTbka Mojeneidl knacugikarii, BKIIOYAIOYH MYJIBTHHOMIaTbHUN
HaiBHHI Meton Baifeca, SVM, norictuyny perpecito Ta K-Haiibmmxuux cycinis. Y
crarti [11] aBropm mpencraBwian aBa anprepHatuBHI Meroan (BERT ta SVM)
aBTOMaTHYHOTO BH3HAYEHHS IPOKPEMIIIBCHKOI MpOIAraHayd B Ta3eTHHX CTAaTTAX i
nonucax y Telegram.

[Mixxix no BUSBIEHHS MpONAaraHAd Ha OCHOBI PEKYPEHTHUX HEHPOHHHX Mepex
BUKOPUCTOBYETHCS JUIsl aHAJI3y MOCIIJOBHHMX IaHHMX, 30KpeMa TEKCTIB, IO YacTO
3yCTpIiUaroThesl y COLIabHIX Mepekax. PekypeHTtHi HeiipoHHi Mepexki, Long Short-
Term Memory (LSTM) i Gated Recurrent Unit (GRU) ue pi3HOBUAM apXiTEKTyp
PEKYpPEHTHHX HEHPOHHHUX MEpeX, KOXKHAa 3 SKHX Mae CBOi 0OcCOONMBOCTI 1
3aCTOCYBaHHS Yy BHpIIICHHI Pi3HHX 3aBJaHb Yy MAIIMHHOMY HaBUYaHHi, 30KpeMa
BUSIBJICHHI NPOTIaraHiy B couiaibHUX Mepekax. RNN e 6a30B0I0 apXiTeKTyporo, ska
3maTHa  00poONATH TMOCHiOBHI JaHi, 30epiratoun iHdopmario y BHIIAL
BHYTPIIIHBOTO CTaHy (Mam'dTi), SKUH OHOBIIOETHCS NPU KOXKHOMY HOBOMY BXOJi
[12]. LSTM — ne posumpena Bepcis RNN, sika BKIFOYa€e I0AATKOBI MEXaHi3MH, TaKi
SK BOpOTa 3a0yBaHHs, BOpPOTa OHOBJIEHHS Ta BopoTa Buxony. GRU sBmserncs
cnpomenoro Bepcielo LSTM, ska Mae Menme BHyTpimmHix kommoHeHT. GRU
BB@XKAETHCS MEHII OOYHCIIOBAJIBHO BHTPATHOI apXiTEKTYpOro mopiBHAHO 3 LSTM
[13]. Pesynapratn mocmimkeHHs imeHTH(iKamil nmponaranau Ha miatgopmi Twitter
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mix vac mangemii COVID-19 aBropiB [14] mokaszamu, Mo 3amporOHOBaHA
IIpONaraHuCTChka imeHTudikamis Ha ocHoBi LSTM mnokasana kpamii pesynbraTy,
HDK 1HIOI pO3MIAHYTI y poOOTI METOAM MAIIMHHOTO HABYaHHA. 3a IOIOMOTOIO
3aMpoINOHOBaHOro miaxoxy Ha ocHoBi LSTM nocsraerscst Tounicts 77,15%. Ay
ctarTi [15] aBTOpHM BHKOPHUCTOBYIOTH T€XHIKU IIHOOKOro HaBuanHg Bi-LSTM i Bi-
GRU 3 meromamu SVM i3 cmabkuM KOHTposieM 3abesneuwmnu. JaHuid miaxin
3abesneynB TOuHICTE 90% Yy BHSBICHHI NPONAraHANCHEKUX HOBHH. ABTOpPH
CTBEP/DKYIOTh, IO TaKWH MiAXiJ € Myke eeKTUBHHUM 1 Ii€EBUM Ul HEPO3MidEHHX
JaHUX.

[Mixxin Ha ocHOBI Moxenei-TpaHcdopmepiB nependadae BHKOPHCTAHHSI TaKHX
apxitektyp Helipomepex sk BERT, RoBERTa, DistilBERT, GPT Ttouro [16]. BERT
€ OJIHIE€I0 3 HAWBIIOMIIIUX apXiTeKTyp TpaHchopmepis, po3podieHa Google. BERT
3IATHUH AOCATaTH BpaKalOuMX pe3yibTaTiB y 3aBIAHHAX 00OpOOKU MPHUPOAHOI MOBHU
(NLP) 3aBasgku 34aTHOCTI 10 KOHTEKCTHOI OOpOOKH CIIiB i 3A10HOCTI 10 MiATOTOBKU
3BHYAWHUX Mojened it Oarathox NLP-3aBmame [17]. RoBERTa — me
onrtumizoBanuii minxin 1o BERT, skuii mokpaiilye HaB4aHHS 1 pe3yabTaTH MOJICITi Ha
pizaux NLP-3aBmaHHSAX OUISIXOM 3aCTOCYBaHHS Pi3HMX ONTHMI3alliiHHUX CTpaTerii
[18]. DistilBERT BBakaetbcst sterkoBaroBoro Bepcieto BERT, sika 30epirae cyTHiCTh
OpHTIHAIBHOT MOJENi, 3MCHIIYIOYH KUTBKICTh HapaMerpiB i 30epiraloun BHCOKY
NpoAyKTuBHICTE Ha pisHUX NLP-3aBmamnsx. GPT - wme poamHa Moneneit
Tpanchopmepis, po3pobiennx OpenAl. Jlanuii miaxig 3acTOCOBYIOTh Y JOCHTIKEHHI
i kinacudikamii npomarangu [19]. ABTOpH BHKOPUCTOBYIOTH TPH MOJEINI
rmmbokoro HaB4yaHHSA, CNN, LSTM, Bi-LSTM i yotmpum ™Monemi Ha OCHOBI
Tpanchopmaropis, a came GararomoBHi BERT, Distil-BERT, Hindi-BERT i Hindi-
TPU-Electra. ExcrniepuMeHTaNbHI pe3yabTaTH BKa3ylOTh Ha Te, MIO 0OaraTOMOBHI
mozeni BERT i Hindi-BERT 3a0e3neuyiorh Haiikpaily HIpOIyKTHBHICTE i3
HaiBumuM nokazHukoMm F1 84% 3a naHumu NpoBENEHOro eKCHepeMEeHTATbHOIO
nocmimkeHHs. Takox y mocmimkerHi [20] gocmimxyerses npoxyktuBHicT BERT i
RoBERTa, DeBERTa 3 komOiHamiero pi3HUX METOZIB 30UTbIICHHS TaHUX IS
BUSIBJICHHS ITPOTIATaHMCTCHKUX TEKCTiB. ABTOpH 3MoriH focarté F1 micro 60% na
TECTOBOMY HaOopi, BUKopucToBytounm ancambnp mozeneiir BERT, RoBERTa Ta
DeBERTa.

OTxe, HaBeJeHI MiJAXOAM 3HAXOJATh CBOE 3aCTOCYBaHHS Y 3aBIaHHI BHSBICHHS
MIPUIOMIB MPOTaraHy.

3. Mertox BusiB/ieHHsI Ta Kjaacupikauii TexHik nponaranau

Jnst peanizanii MeToxy BUsIBICHHs Ta Kiacugikamii TEXHIK MpoMaraHiy 3a
MapKepaMH IMPONOHYEThCSI CTBOPUTH 17 Mojenel MalIMHHOTO HaBYaHHSI, KOXKHA 3
sSkux OyJe BIANOBIZATH 3a BH3HAYEHWH NPUIOM MpomaraHgu. Takuil miaxig
(pucyHOK 1) 103BOJIMTH HABYMUTH MOJIENI MAIIMHHOTO HABYAHHS TAKAM YHHOM, 1100
Y HHUX 3MODJIM BHOYIYBaTHUCh 3aJICKHOCTI, NPUTAMAaHHI KOHKPETHHUM BHIaM
MPOTIATaH/IH.
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Bxinai nani:
- Terer 14714 SHABICHHA NPHEOMIE IPONAraHIH.
- Hapueni }IGJEJi MAIIFTHHOIO HABMEHET IT71T
BHABTEHHA TPHITOMIB TPOTIATATIH.

|>»( Kpok 1. [loncpeans obpodka TexcTy

> Kpok 2. Berropmrsariis

Kpor 3. IMogaHHA BeKTOPHIOBAHOIO TEKCTY KOMHIA 3 <]
HASBHHX MOJeTeil MANTHHHOTD HABTIAHIN T8 ]JD']:\]irE\'_H

Kpor 4. BisyaTeHa aHaTiTHEA TOACHEHOCT PIITEHHT e
TpHITHATOTO MOJCTTH MANIHHHOTO HABYAHHSL

Buxinnmi nani:
Poamivenut  TexeT 13 OULIHKAMH HAABHOCTI
IPHEOMIB TIPOIAraHIH.

Pucynox 1. Kpoku memooy eusenenns ma kiacugixayii mexmix nponasanou

B 3aranbHOMY, cXeMa METOXy JUIs BHSIBJICHHS NMPHUHOMIB IpoNaraHIy HaBeleHa
Ha pUCYHKY 1. Meton n03BOJIsIE MEPETBOPIOBATH BXIiJHI JIaHi Y BUIJIII TEKCTY JUIS
aHaJi3y Ta HAaBUCHHWX MOjejiell MallMHHOTO HAaBYAaHHS Y BUXIIHI JIaHi, SKi MICTATb
YHCJIOBI OI[IHKM HASBHOCTI KOKHOTO 3 TIPUIOMIB MTPOTIaTraHIH Ta PO3MIYEHUH TEKCT 3
Bi3yaJIbHOIO aHATITHKOIO PUCYTHOCTI IETEKTOBAHUX MAPKEPiB IPOIaraHIy.

BXigHUMH JaHMMH METOAY BHSIBICHHS NPHHOMIB NPONAraHIy € TEeKCT s
BUSIBJICHHS NPUIMOMIB IpONaraHgy Ta HaBYEHI MOJAENI MAIIMHHOTO HABYaHHS JUIS
BUSIBJICHHS IPHHOMIB IIpOTMIaraHy.

IMonepenns o6poOka TEKCTy BKJIIOYAE BHIAJICHHS PO3MIITOBHX 3HAKiB Ta CTOM-
CIIiB, X04a 1 PO3/ILIOBI 3HAKHU, PO3MIILIEHI IEBHUM YMHOM, TAKOK MOXKYTb BILIMBAaTH
Ha HasBHICTH mnpomaraHau [22]. Acoriamis cHopiiHeHHX ciiB OyJa BHKOHaHA
LUIIXOM JieMaTH3alil, sKa T[OoKa3ye Kpaul pe3yibTaTH, HDK cTeminr. s
neMaru3anii Oysa BUKOPHCTaHa BiANMOBiZHA cTaHAapTHa 6i6mioTeka Pyton. OxnHak, B
paMKax JaHOTO JOCIIKEHHS TaKUH BIUIMB JOCITIIKYBaTHUCh He OyIe.

HacTymHMM KpOKOM € BEKTOpH3alisi TEeKCTy IICis MHONepeaHboi 0O0pOOKH.
BekTopu3oBaHe TMPEACTABICHHS IMOJAEThCS HAa BXiM KOXHIA HaBYeHIH Momeri
MallMHHOTI'O HaBYaHHA, fKa BUKOHYE l'lepellGa'—leHHS{ HaﬂBHOCTi JUIA  KOXXHOIr'o
NpHUIOMY NpOMaraHx Ta WOro CHIIM MPOsBY. Binbll netanbHO KpoK 3 HaBeleHO Ha
PHUCYHKY 2.
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Pucynok 2. Jlemanizayisi Kpoky nOOAHHS 6eKMOPUZ06AH020 MEKCIY KONCHIU 3
Mooenell MaWUHHO20 HABYAHHS OJis POZMIMKU

OCTaHHIM €TarnoM € TPOBEICHHS Bi3yalbHOI aHANITHKH Ui TOSCHEHHOCTL
pIlIEHHS TPHHHATOTO KOXXHOK MOJEIUII0 MAIIWHHOTO HaBYaHHI. BisyansHa
aHAIITHKAa BUKOPUCTOBYETHCS 13 3aCTOCYBaHHAM MeToay JlaiiMa, mo € MeTonom Iuis
iHTepIpeTalii MpOorHO3iB MOJeNell MAIlMHHOTO HAaBYaHHS, IIO PO3POONCHWH s
TOro, mO00 MOSCHIOBATH IHAMBiMyanbHi MPOrHO3M CckiIagHuXx moxenei [23]. LIME
Habmmkae Oyab-sIKy MOJIeNIb MAIIMHHOTO HaBUaHHS YOPHOI CKPUHBKH [0 JIOKAJIBHOT,
IHTEPIIPETOBaHOI MOJETi AJS TOSICHEHHS KOXHOTO okpemoro mporHody. LIME
JI03BOJISIE 3pO3YMITH, SIKi YACTMHH BXiIHUX JaHUX BIUIMHYJH Ha PIillICHHS MOJEII.

BXimHUMH JaHUMH KPOKY ITOJaHHS BEKTOPH30BAHOTO TEKCTY KOXKHIH 3 HAIBHUX
MOJIeNiell MAIIMHHOTO HAaBYaHHS IS PO3MITKH € BEKTOPHU30BaHE IMPEACTaBIICHHS
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CTaTTi Ta HATPeHOBaHI 17 Moneneil MamMHHOTO HaB4YaHHSA. Mojeni mo depsi
OLIHIOIOTh BEKTOPH30BAaHE IIPE/CTABICHHS TEKCTOBOTO KOHTEHTY IS aHAi3y Ha
MpeaMeT HasSBHOCTI KOKHOTO 3 17-u mpuiioMiB mpomarasau. BuxiiHUMU TaHUMU €
YHCJIOBI OIIIHKM CHWIM NPOSBIB NPHIOMIB HpOMAaraHay, IO MPUTAMaHHI MOJaHOMY
BEKTOPHOMY IPEACTABIICHHIO TEKCTY.

Takum 4uHOM, OyJIO CTBOPEHO METOX HEWPOMEpPEKEBOTO BUSBICHHS TEXHIK
IIpoNaraHay 3a MapKepaMH, IO JO3BOJISIE IIEPETBOPIOBATH BXiAHI JaHi y BHIJIAIL
TEKCTY JUIS aHaJi3y Ta HAaBUCHHUX MOJICIICH MAITMHHOTO HABYAHHS y BUXIJHI JaHi, SKi
MICTATh YHCJOBI OIIHKM HAasfBHOCTI KOXXHOTO 3 TMPHHOMIB MpOMaraHgyd Ta
po3miuennit Tekct 3 visual analytic TPUCYTHOCTI JETEKTOBAaHHX MapKepiB
IponaraHy.

4. ExciepuMeHT

VY Xoni TpOBENEHHS EKCIEePUMEHTY JOCHIIKYBaJOCh BHKOPHCTAHHSA 3-X

IiIXOIiB IO HAaBYaHHS MOJEINEH AJIsl BUSBICHHS IPUHOMIB IpOTIaranau:
— TpaguuifiHuii miaXiq Ha OCHOBI MAIIMHHOTO HABUAHHS.
— I1inxig Ha OCHOBI PEKYPEHTHUX peHpoMepex.
— Ilixxing Ha OCHOBI MoJienei-TpaHchopMepiB.

Y paMkax TpaguLiffHOTO WiAXOAy HA OCHOBI MAUIMHHOTO HaBYaHHS
JOCIIJDKYBAJIOCh BHSIBICHHS IIPUHOMIB IpONAaraHgd 3 BUKOPHCTaHHSIM Mozeneit
perpecii, SVM, Random Forest ta Naive Bayes. [dns npuiiomie «Appeal to
Authority», «Black and White Fallacy», «Reductio ad Hitlerum», «Red Herring,
«Slogans», «Thought Terminating Cliches» Ta «Whataboutism» Takox Oyxme
MPOBENICHO IociikeHH i3 3actrocyBaHHIM SMOTE GanancyBanHs Ta 6€3 HBOTO.

[ligxix Ha OCHOBI PEKYpEHTHHX peHpoMepek BKIIOUaE B cede MOpIBHAHHA 3-X
BuziB apxitektyp: RNN, LSTM ta GRU.

[Mixxin Ha ocHOBI Mojeeii-Tpanchopmepis BKiIovYae B cede nopiBHsHHs BERT-
noxiouux moxeneii: ROBERTa, BERT, ELECTRA.

Jlnst mpoBe/ieHHsT eKCIIEPUMEHTY OyJIo CTBOPEHO NporpamHe 3a0e3ledeHHs Ha
MOBi TporpamyBaHHs Python, 3 BuKOpHCTaHHAM OiOMIOTEK IS MAIIUHHOTO
HaBuaHHA Sklearn [24], Tensorflow [25], LimeTextExplainer [26], Numpy [27],
Pandas [28]. IIporpamue 3a0e3medeHHs] CKIAAA€THCS 13 KOHCOJBHOTO 3aCTOCYHKY
IVl HaBYaHHA Mojejeil MAallMHHOTO HaBYaHHS, KOHCOJIBHOTO 3aCTOCYHKY JUIS
BUSBJIICHHS TEXHIK NpOMAaraHad 3a MapKepamMd Ta BeO-MOIyNst Ui Bi3yaJbHOL
QHAIITUKK OLHIOBAHHS NPHHHATUX PE3YNIbTATIB OOPaHOK MOJECIUII0 MAIIMHHOTO
HaBYaHHA 3 11 OLIHKaMH.

JI1s HaBYaHHS MOJENICH MAllIMHHOTO HAaBYaHHS, 110 OyayTh BUKOHYBaTH (yHKLIT
BUSBJICHHS  NPUHAOMIB  IpomaraHau, OyAe  BHUKOPHCTaHO  Habip  JaHHX
«emnlp_trans uk datasety, 110 € MePEKIIaICHUM HabopoM JTAaHUX
«emnlp_en_dataset» 3 BIIMOBIOHICTIO PO3MITKH Ha YKPaiHCBKiil MOBI, B3STHH 3
Kaggle-3maranp «Disinformation Detection Challenge» [29] 3 mocunanHsM Ha
«Analysis Project».
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Komanna «Analysis Project» [30] mpoBena anami3 TEKCTiB, BHSBHBIIN BCi
(parMeHTH, SKi MICTATh NMPONATaHIAMCTCHKI MPUAOMH, a TaKoXk X THI. Posmosin
cTaTell 3a JOBKHHOIO Y CHMBOJIaX HABEACHO HAa PUCYHKY 3.

Length statistics for each class

W Aeerags bength
. Minimum lergth
40000 B Maximum length

Length

20000

10000

L Unbpy

rEa A& P T . = @ g L
F F & & F o & & \\'?Q & Cara
& 4 & & ,ci’p & \a“f LNV

F & @ @ ¥ & & -f & &
4 & oA i e
?9, \CQ‘ < ‘l‘ﬁ( 6“5@ N ohdj ¢a°- “‘}”ﬁ; Y éfa & ; ¢ -?Q\& qf” !
& ‘915 d‘b ‘::9 “,&
& ¢ & ¥ &
& & & ¢ &
&

Classes

Pucynok 3.Cmamucmuxa 3a 008HCUHOIO Y CUMBOLAX NO NPULOMAM NPONALAHOU

30KpemMa, HUMH CTBOPEHO KOPIYC HOBHHHHX CTaTeil, aHOTOBaHMX BpPYYHY Ha
piBHI (parMeHTiB 3a JOMOMOTOI0 BiCIMHAIIATH MPOMAraHIMCTCHKUX NPUHOMIB.
Ha6ip nanux Hamiuye 788 crareii.

Sx BumHO 3 Tpadiky Ha PUCYHKY 3, I OUIBIIOCTI MPHHAOMIB TpOTMAraHIn
JIOBXKMHA TEKCTIB Jie BOHU IPEJCTaBIeHi 0co0IMBOi poii He rpatoTh. OnHak, «Flag
Wavingy», «Red Herringy, «Reductio ad hitlerum» Ta «Whataboutism» Bce % MaroTh
MEHIIY MaKCHMaJIbHY JIOBXKHHY B TEKCTax, /¢ BOHH MPEICTaBIICHI.

Jlnst TpeHyBaHHS MOJENe MAIIMHHOTO HaBYaHHSA [aHUH JataceT Oyio
MOIU(IKOBAHO TAKHM YHHOM, IIOO TEKCT IO MICTUTh KOXXEH MPHIHOM MpONaraHn
OyB po3MmimeHHii B oOKkpeMoMy Kartanosi. Ilicms Ttakoro mnepeposmoxiny Oyio
BHUBE/ICHO CTATHCTHKY HAsBHHX TEKCTiB, [0 PENPE3CHTYIOTh MPUHOMH MPOHAraH/Iy.
CraTucTika HaBeleHa Ha PHUCYHKY 4. SIk BHAHO 3 PHUCYHKY 4 neski mpuifomMu
nmpomaranau, Taki sk «Bandwagon», «Confusion», «Intentional Vaguenessy,
«Obfuscation» Ta «Straw Men» mnpeacTaBieHi y KPUTHYHO HH3BKiHl KiTbKOCTI
(menmre 20 TecTiB), TOMy Ul HUX OKpeMi KiacugikaTopu CTBOpPeHi He OymyTh, Ii
naHi OynyTh 00’enHaHi y Kareropiro «lHII MPUIOMH MpoIaraHan», OJHAK TaKUM
YUHOM, 100 y HasBHOMY HaboOpi He OyJIM NPHCYTHI iHIN NPHUHOMHM, BIAMIHHI Bim
II'ATH IlepepaxoBaHuX. Jlo MpUIOMIB IpOMaraHIy, o MpeICTaBIeHi MEHII HiX y
100 moxymenTax, omHak Oimbmie Hixk 20 6yne 3acrocoBano SMOTE-GanancyBanHs
i gac HaB4YaHHA Kiacudikaropis [31]. Jlo Takux kareropii Hamexarts: «Appeal to
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Authority», «Black and White Fallacy», «Reductio ad hitlerum», «Red Herring»,
«Slogans», «Thought terminating Cliches» ta «Whataboutismy.
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Pucynox 4. Cmamucmuxa no Kinbkocmi mekcmis, wjo npedcmagisiioms npuiomu
npoONnazarou, uim.

ﬂ.ﬂmi npuiioMu nponaranmu (15%), «Appeal tm

Authority» (5%), «Black and White Fallacy» (5%),
«Causal Oversimplifications (5 %), «Doubts (5%),
. «Exaggeration» (5%). «Flag-Waving» (5%),
Tpuitom «Labeling» (5%), «Loaded Language» (5%).
f‘APP?EJ to fear- «Minimisation» (5%), «Name Callings (5%),
prejudice» «Reductio ad hitlerum» (5%). «Red Herrings (5%),
153 noxymenTn «Repetition» (5%), «Slogansy (5%),
«Whataboutism» (5%). «Thought terminating
Cliches» (5%). Texctu Oe3 mpomnaranmu (5%)

\ =155 goxymeHTIB /

Pucynox 5. Ipuxnao 6anancysants npu opmysanni Habopy 0aHux OJis HAGYAHHsL
ma mecmyeanHs mooeni gusignenns npuiiomy «Appeal to fear-prejudice»
I3 posrnmsHyToro BHIle HabOpy HaHUX Ul KOXHOI 3 17 THUMOBMX Monenel
MAaIIMHHOTO HaBYaHHs OyJe cOpMOBAHO BIACHUI AOUipHIiH Habip TEKCTIB, 110 Oyne
38/I0BOJILHATH TaKi BAMOTH:
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- MaTH TEKCTH 3 BU3HAYECHUM IIPHHOMOM IIpOTNaraniy;

- Yy TpOTUBary BHUKOPHCTOBYBaTW Habip «lHIII mpuifoMH mnpomaraHan»
JIOTIOBHEHMI TeKcTaMH Oe3 IpollaraHAd Ta TEKCTaMHM, IO IIPEACTABIIIOTH IHIII
MpUHOMH MIpONaraHy, BiAIMiHHI BiJ] LHiTbOBOTO BHIY.

[puxnan popmyBanHs HabOPY JaHUX JUTS BUABIEHHS NpuifoMy «Appeal to fear-
prejudice» HaBeIeHO Ha PUCYHKY 5.

OTxe, y InocmimpkeHHI Oyae BukopucrtaHo 18 kmaciB: 17 HibOBHX, L0 €
pETpe3eHTaTUBHUMH 10 KUTBKOCTI Ta BIINOBiNafOTh 17 BU3HAYEHHM INpHHOMaM
nponaraniy Ta 5 00’ €JHaHUX B KaTeropito «IHIIi npuifoMu Iponarasin.

5. Pe3yabTaTu Ta THCKYCif

Pesynmpratnn mocmimkenHs mis Traditional machine learning approaches mms
npuiioMiB «Appeal to Authority», «Black and White Fallacy», «Reductio ad
hitlerum», «Red Herring», «Slogans», «Thought terminating Cliches» Ta
«Whataboutism» 6e3 Bukopucranas SMOTE GanancyBaHHS 32 METPHKOIO TOYHOCTI
HaBezeHo B Tabmmmi 1.

Taoauns 1
TpaauuiiiHuii migXix Ha OCHOBI MAIIMHHOTO HABYAaHHS [UIA BUSBJICHHS MPUHOMIB
nponarasm 10 SMOTE GanancyBaHHs 32 METpHKOIO Accuracy

Techniques of propaganda Regrr?ssio SVM ngig?q g:)i/\ég
Appeal to Authority 0.57 0.63 0.55 0.64
Black and White Fallacy 0.55 0.64 0.51 0.58
Reductio ad hitlerum 0.68 0.56 0.61 0.59
Red Herring 0.61 0.61 0.59 0.61
Slogans 0.62 0.63 0.56 0.62
Thought terminating Cliches 0.59 0.58 0.63 0.58
Whataboutism 0.62 0.65 0.59 0.57

Sk BUHO 3 TabuuLli 1, TOYHICTH BUSIBIICHHS IPUHAOMIB MTPOTAraHIi KOJTHBAETHCA
Bijg 0.51 10 0.68, 110 € 10BOII HU3LKMM ITOKa3HUKOM.

HactymHuMm eramoM [uisi JIaHWX OpPUHOMIB mHpomaraHad Oyjo 3acTOCOBaHO
SMOTE 6anancyBaHHs, 30UIBIINBIIM TAKAM YMHOM KiJbKiCTh HaBYATHGHHUX 3pa3KiB
10 piHs He MeHIIe 100. Pe3ynpraT ekcriepiMeHTY HaBeIeHO Y Tabuui 2.

Sx BumHO 3 Tabmumi 2, 3actocyBanHs SMOTE OamancyBaHHS mano
MMO3UTHBHI PE3YNBTaTH Ui OUTBIIOCTI MPUHOMIB MpPOMAraHId, OJHAK IJIs
«Slogansy pe3yibTaT MOKpAIICHHS HE JIaB.

255



ADVANCES
IN INFORMATION-CONTROL SYSTEMS AND TECHNOLOGIES

Ile moB’s3aHO 3 THUM, IIO KUTBKICTh HABYAIBHUX 3pa3KiB ONHM3bKa JI0
IPaHUYHOI 1 € JOCTaTHhOKO [UIs HABYAHHS 3alpOIOHOBAaHUX BepCid
MAaIIMHHOTO HABUYAHHS.

Taoauns 2
TpaauuiitHuii miaXig Ha OCHOBI MAIIMHHOTO HABYAHHS JUIS BUSBJICHHS MPUHAOMIB
nponarasy 31 SMOTE 6anancyBanHs 3a MeTpukoro Accuracy

Regress Rando Naive
Techniques of propaganda 9 SVM m
ion = Bayes
orest
Appeal to Authority 0.59 0.67 0.54 0.60
Black and White Fallacy 0.61 0.62 0.55 0.64
Reductio ad hitlerum 0.69 0.63 0.62 0.58
Red Herring 0.69 0.64 0.58 0.61
Slogans 0.62 0.63 0.56 0.62
Thought terminating Cliches 0.62 0.68 0.62 0.61
Whataboutism 0.64 0.66 0.58 0.56

Hna pemrru mpuiiomiB  SMOTE  GanmancyBaHHS HE 3acTOCOBYBAJOCH, Ta
pe3yabTaTH 3aCTOCYBAHHS TPAAUIIHHOTO MiIXOLy MAIIMHHOTO HABYaHHS HABEACHO
y Tabmmmi 3.

Taoanus 3
TpamuuifiHuii migXia Ha OCHOBI MAIIMHHOTO HABYAaHHS JUIS BUSBJICHHS MPUHAOMIB
nponaranu 6e3 SMOTE 6anancyBaHHS 32 METPUKOIO Accuracy

Techniques of propaganda Regression SVM Random Naive

Forest Bayes
Appeal to fear-prejudice 0.62 0.61 0.55 0.59
Causal Oversimplification 0.58 0.62 0.59 0.55
Doubt 0.6 0.58 0.63 0.59
Exaggeration 0.61 0.63 0.61 0.53
Flag-Waving 0.62 0.61 0.64 0.6
Labeling 0.67 0.62 0.61 0.61
Loaded Language 0.6 0.59 0.6 0.58
Minimisation 0.62 0.61 0.61 0.60
Name Calling 0.55 0.59 0.57 0.61
Repetition 0.69 0.7 0.61 0.55

Pesynpraty 3 Tabmumi 3 Takox KonmBaroThes Bix 0.6 no 0.67, mo Mae CXOXuit
pe3ynstat i3 3acrocyBanHaM SMOTE GanancyBanus (tabmumns 2). OnHak oTpuMaHi
pe3ynbTaTH TAaKOXK HE € 3aJ0BUIBHHMH. LIocTpamis eKCIIepHMEHTY IOJO0
3aCTOCYBaHHS TPAAUIIHHOTO MiIXOAy MAalIMHHOTO HABYAHHS HABEJECHA HA PUCYHKY
6.
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m Regression -SVM = Random Forest = Nalve Bayes

Pucynox 6. [lopienauna moynocmi mooeneti 01 MpaouyitiHo2o nioxo0y MauuHHO20
HABUAHHS

Tabauns 4

IMixxix Ha OCHOBI PEKYPEHTHHUX HEHpOMEpeX AJIs BUSBICHHS MPUHOMIB IpOIaraHIn

3a MeTpHuKoro Accuracy

Techniques of propaganda RNN LSTM GRU
Appeal to fear-prejudice 0.69 0.69 0.71
Causal Oversimplification 0.73 0.71 0.76
Doubt 0.75 0.7 0.74
Exaggeration 0.64 0.72 0.75
Flag-Waving 0.69 0.7 0.79
Labeling 0.69 0.73 0.8
Loaded Language 0.71 0.7 0.68
Minimisation 0.78 0.78 0.74
Name Calling 0.76 0.74 0.76
Repetition 0.74 0.75 0.76
Appeal to Authority 0.71 0.72 0.73
Black and White Fallacy 0.7 0.68 0.72
Reductio ad hitlerum 0.75 0.68 0.71
Red Herring 0.65 0.72 0.70
Slogans 0.74 0.68 0.75
Thought terminating Cliches 0.63 0.66 0.65
Whataboutism 0.67 0.69 0.69
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HactynmHuM eKkcnepuMEeHTOM IPOBOJMIIOCH JIOCHIUKEHHS 3aCTOCYBaHHS An
approach based on recurrent rail networks, mo BKmMOYanO B ceOc MOPIBHSHHS
BUKOpHUCTaHb 3-X BuaiB apxiTektyp: RNN, LSTM 1a GRU. [lani ekciepumeHty 6e3
Bukopucranns SMOTE GanancyBaHHs HaBeieHO y TaOmuii 4.

Sk BUHO 3 qaHuX Tabnuii 4, pe3yabTaTu ISl YCiX MPUHOMIB MIPOMaraHIy OKpiM
Thought terminating Cliches, € BunMu Ta 3Hax0AAThCs y Aiana3oHi Bix 0.66 mo 0.8.
OmHak JI0 JaHOTO MpHUHOMY Mpornaranau Oyje B moaanbiiomy 3actocoBano SMOTE
OajaHCyBaHHS, [0 MOJMJIMBO JO3BOJHTH IIOKPAIUTH IIOKAa3HHK. HactymHum
ekcniepuMeHTOM Oyne BukopuctaHHs SMOTE OanancyBaHHS 10 HaBYaHHS
HelpoMepexeBUX Mojeneit mis «Appeal to Authority», «Black and White Fallacy»,
«Reductio ad hitlerum», «Red Herring», «Slogans», «Thought terminating Cliches»
ta «Whataboutism». I3 Tabmumi 5 BumHo, mo SMOTE O6amancyBaHHA nae
MO3UTHUBHUK e(eKT Ha TOYHICTh BUSBICHHS NPHHOMIB mpomaragu. He Bramocs
MOKpAIIUTH BHABICHHSA npuiiomy «Reductio ad hitlerum», me pesympTatu 10
SMOTE o6anancyBanus Oymu Ha 0.01 Bume, a Takox «Appeal to Authority» Ta
«Black and White Fallacy» 3anummmmck Ha TOMy K piBHI, IO i A0 BHKOHAHHSI
OanaHcyBaHHA. Ha pucyHKy 7 mOKa3aHO IIOpIBHSHHS HaWBHIIMX OTPUMAaHHUX
MOKA3HHKIB TOYHOCTI JUIsl PEKyPEHTHUX HEHPOMEPE)KEBUX MOJEIEH.
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Techniques of pr
Pucynox 7. Iopisuanns mournocmi mooenetl 015 nioXo0y Ha OCHOGI peKypeHMHUX
HelPOHHUX Mepedic

OcTaHHIM eTaloM JIOCHI/UKEHHS € BUKOPHCTAHHS MiJXOJAy Ha OCHOBI
BUKOPUCTaHHS Mojenei-Tpancdopmepi, mo Bkiodae B cebe mopiBusiHHg BERT-
noaibuux mozeneit: ROBERTa, BERT, ELECTRA. Bynu BukopucTaHi nomnepeaHbo
HaTpeHoBaHi Monenmi 3 pecypcy Hugging Face [32], ski Oymo noHaB4eHi
BHUIIIEONUCAHUM CITIOCOOOM MPOTATOM 3-X ernoX HaBuaHHsA. OTpHMaHi pe3ynbTaTtu 0e3
BukopuctanHs SMOTE GanancyBanHs HaBeseHi y TabiuIi 6.
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Tabaunsa 5
[Mixxix Ha OCHOBI PEKYpPEHTHHUX HEHpOMepeX MJIs BUSBICHHS IPUHOMIB IIpOIIaraHin
3a MeTpukoio Accuracy i3 SMOTE 6anancyBaHHIM

Techniques of propaganda RNN LSTM GRU
Appeal to Authority 0.7 0.72 0.73
Black and White Fallacy 0.72 0.7 0.72
Reductio ad hitlerum 0.73 0.74 0.74
Red Herring 0.69 0.73 0.75
Slogans 0.72 0.76 0.72
Thought terminating Cliches 0.69 0.76 0.78
Whataboutism 0.68 0.7 0.78

Tadauus 6

[Migxix Ha oOCHOBI HeiipoMepex-TpaHCGOpMepiB I BHUSABICHHS NPHAOMIB
IpoNaraHjiy 3a METPUKOI0 Accuracy

Techniques of propaganda mul tki)ﬁgtg-;ggi?c-ase d roberta-base elgggrea-
Appeal to fear-prejudice 0.81 0.8 0.87
Causal Oversimplification 0.78 0.79 0.82
Doubt 0.93 0.9 0.87
Exaggeration 0.8 0.8 0.8
Flag-Waving 0.92 0.9 0.89
Labeling 0.96 0.94 0.96
Loaded Language 0.93 0.97 0.94
Minimisation 0.89 0.86 0.9
Name Calling 0.92 0.92 0.91
Repetition 0.93 0.94 0.94
Appeal to Authority 0.87 0.89 0.88
Black and White Fallacy 0.89 0.91 0.88
Reductio ad hitlerum 0.85 0.87 0.86
Red Herring 0.67 0.8 0.78
Slogans 0.84 0.86 0.83
Thought terminating Cliches 0.8 0.73 0.79
Whataboutism 0.79 0.78 0.78

I3 manmx Tabmumi 6 BumHO, mo BERT-moniOHI HeiipoMepeskeBi apXiTeKTypH
3HAYHO Kpallle BHUABISIOTH NMPUHOMH MPOIMAraHIy, HOPIBHAHO 3 PEKYPEHTHHMH Ta
TpaJULIHHUM MigXxoaamu 10 HaB4aHHs. Lle TOSCHIOEThCS THM, 11O TaKi apXiTeKTypu
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€ KOHTEKCTHO-OPi€HTOBAHUMH, IO € BAKIIMBUM aCIEKTOM /ISl BUSBICHHS NPUIIOMIB
nponaranu. 3actocyBaHHs SMOTE OanancyBaHHS J0O3BOJIJIO  MiJBUIIUTH
touHicTh BusiBneHHs1 «Red Herring» HelipomepeskeBoro Mozetio ukr-electra-base o
0.89, a takox «Whataboutism» mo 0.83 3 BuxopucranusM bert-base-multilingual-
cased. [TopiBHSHHS HaMBUIIMX OLIHOK 32 METPUKOIO TOYHOCTI AJIS 3-X PO3TIITHYTHX
MiIXOIiB HABEJICHO HA PUCYHKY 8.

u Traditional machine learning approaches ® An approach based on recurrent rail networks An approach based on transformer madels
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Techniques of propagands
Pucynox 8. [lopienanna mounocmi mooenell arbmepHamusHux nioxoois 0
BUSABIEHHA MEXHIK NPONna2aHou

SIk BUAHO 3 PHUCYHKY 8, TpaAMLiHHMI MiAXiJ Ha OCHOBI MAaIlIMHHOTO HaBYaHHS
OUiKyBaHO MOKa3aB TipIlli pe3yIbTaTH, OCKUIBKH BiH HE BMi€ 0QUUTH KOHTEKCT, 1[0 €
B)XJIMBHM JIJIsl BUSIBJICHHS TEXHIK ITponarany. PexypeHTHi HelipomepexkeBi Mozeni
X0Y 1 MMOKa3aJM pe3yabTaTH BUILI BiJ TPaAHUIIIHOTO MiIX0My, OJHAK BCE IIe MAIOTh
mpo6aeMu 3 00poOKOI0 MOBIHX 3aiexHocTeil. HalBuIi pe3yapTaTH 3 IPOBEICHOTO
EKCIEPHMEHTY BHSABWINCH Y IOXOIi Ha OCHOBI Mojenei-TpaHcopmepis, Ie
MOSICHIOETBCS.  BUKOPHCTOBYBAaHHMH MEXaHI3MaMM CaMOyBard, sKi JI03BOJISIE
KOJKHOMY €JIEMEHTY MOCIIIOBHOCTI 0€3MOCepeaHbO B3aEMOIISTH 3 yCiMa iHIIUMHU
enemeHTamy. Lle 103BoJIsIe €)EKTHBHO 3aXOILTIOBATH JOBrOTPUBANI 3aJI€KHOCTI, 110
XapakTepHO JUIs MPOSBIB TexHIK mpomaranad. OTpuMaHi pe3ysibTaTd 3a0e3mednin
BUSBJICHHS Pi3HMX NPONAraHIMCTChKUX MPUIIOMIB 3 MiHIMalIbHOIO To4HicTIO 79,03%
(MiHIMaITBHI 3HAa4YEeHHS TOYHOCTI OTpMMaHi st Meromauku «Whataboutismy»), mo
Kpamie 3a BiZjoMi aHanord [8] MIOmO BUSIBICHHS MPOMAraHAWd HE3AICKHO BiJl
BUKOPUCTOBYBAaHHX MeTOAMK. [IOpiBHSHO 3 BiTOMHMH aHajoramu [7] mifABHIIMIACH
TOYHICTH BUSBJICHHS Pi3HUX IPOIAraHINCTCEKIX IPUHOMIB:

— Juist TexXHIKH «Appeal to Authorityy, TouHiCTh BUABIEeHHS 3pocia Ha 9.81%
(icuyrounii Mmeton 77.27%, po3pobnenuii meron 87.08%);
— st TexHiku «Causal Oversimplification», TOYHICTb BHSIBICHHS 3pociia Ha
11.99% (icuyrounii meron 70.1%, pozpobnenuit meton 82.09%);
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— st TexHiku «Doubty, TouHicTh BUsABIEHHS 3pocia Ha 75.32% (icHyroumit
metof 17.78%, po3pobienuit meton 93.1%);

— s TexHiku «Exaggeration», TOYHICTH BUSIBICHHS 3pocia Ha 26.04%
(icayrouwmii meton 54.17%, po3pobienuii meron 80.21%);

— i texHikn «Flag-Waving», TouHiCTH BHABICHHS 3pocia Ha 27.65%
(icHyrouwmii Mmeton 64.52%, po3pobiiernii meton 92.17%);

— s TexHikn «Labeling», TouHicT BHsBIEHHS 3pocia Ha 48.57%
(icHyrouwnii meton 47.43%, po3pobnenuii metoxn 96.0%);

— i texHikn «Loaded Language», TouHiCTh BHABICHHS 3pocia Ha 42.9%
(icHyrouwnii meton 54.17%, po3pobnennii metoxn 97.07%);

— i TexHikn «Name Callingy, TouHiCTh BusBIEHHS 3pocia Ha 44.6%
(icHyrouwmii Mmeton 47.43%, po3pobienuii Mmeton 92.03%);

— s TexHiku «Repetition», TouHicTh BusABIEHHS 3pocia Ha 58.11%
(icHyrouwmii Mmeton 35.98%, po3pobnenuii Mmetox 94.09%);

— Ui TexHikn «Appeal to Authority», TOYHICTH BHSBICHHS 3pocia Ha
11.84% (icuyrounii metox 77.18%, po3potuenuii metoxn 89.02%);

— s texHiku «Black and White Fallacy», TouHicTs BUSBICHHS 3pocia Ha
36.68% (icuyroumnit Mmetox 54.55%, developed method 91.23%);

— s texHikn «Reductio ad hitlerum», TOYHICTH BHSBICHHS 3pOciia Ha
62.31% (icuyroumii meton 25.0%, po3pobnenuit Mmeton 87.31%);

— i texHikn «Red Herringy, TouHicth BusiBneHHs 3pociaa Ha 41.07%
(icuyrouwmii Mmeton 39.22%, po3pobnenuii Mmeton 80.29%);

— sl TexHikn «Slogansy, TOuYHICTH BUsBIeHHs 3pocna Ha 10.54%
(icHyrounii Metox 75.5%, po3pobnenuii metox 86.04%);

— s texHikH «Thought terminating Cliches», ToYHiCTh BHABICHHS 3pociia
Ha 26.74% (icuyrounit Metox 53.57%, po3podnenuii metox 80.31%);

— s TexHikn «Whataboutism», TouHicTs BHsIBIEHHS 3pocia Ha 39.81%
(icuyrouwmii Mmeton 39.22%, po3pobnenuii Mmeron 79.03%).
[puknan BisyampHOi mosicHeHHOCTI [33, 34] moao BHABICHHSA MpUHOMY

nponaranau «Repetition» HaBeleHO Ha PUCYHKY 9 (BHKOPHCTAHO OpHTiHANBHHI
TEKCT TMOBCAKICHHOIO YKPAlHCBKOIO MOBOIO 13 30epexkeHHsAM opdorpadii Ta
MOMHJIOK). SIK BUJIHO 3 PHUCYHKY 9, € OaraTopa3oBi MOBTOpeHHs ()pa3 Ha KIITAIT
«CKOHOMIYHI MIrpaHTH», «MyCYJIbMaHChKHi1», «Op6an» Toro. 3 O3HA4YCHHS BUAY
nponaraay «Repetitiony», e € «TOBTOPEHHS TOTO CaMOTO IIOBIJOMJIEHHS 3HOBY i
3HOBY, MO0 TisAmadi 3pemToro NpHHHATH Ie». OTke, 3alpoIOHOBAaHHI METOT
JI03BOJIA€ €(peKTHBHO BUSBISTH NPHHOMH IIPOTIATAH/M, Ta Ma€ IepeBary y TOUYHOCTI
B TOPIBHAHHI 13 3alpONOHOBAaHUMH MOJEISMH IO BHKOPHUCTOBYIOTH MiIXil
GaraTokiacoBoi Kiacudikarii.
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Text with highlighted words

TPEMEPMIHICT] YTOPIIHHA BIAPHTE [O0B] DIACHII HACTPAB] «MYCYTbMAHCERHI IATAPGHIEEMID:
TPEMEPMIHICT] YTOPIINHA BIETOP POAH i YCY-IBMAHCHEA BIOPrHSHHHE €BPon
30RpeM il BIacHA Kpaiie: PR KA%a copena OLECHIITE TIAbKE MyCYTbMAHCHKL JATAPOHIK CHOHOMITH]
MITPAHTH [TY¥A0TE KPALIHT AHTTHTE 178 co08 JIFCHEN IHIIA MpaBIa 0 IHX 9I0EEK TPOCTO MACTHE]
MAKTE \Ii I 1A ]'J'.\I?}K]EE!THH'.]'“ 'Ii a :[I\‘]iﬂl\k' ‘;C’l‘:'{ (4 PI\;in iHLUi

HIMETTHH

a2 & VHKOTD ICTAMCERHI] [DEHXATHCTITE
i Al BOHB 16BEA AOMIBIOHICTCREA NOIHLITE
e 3ACHOBAH FUCHH] KOPAH MyXANMET it MOBLTONMIAE DIACHII €3POIIL — N0 «MYCYIBMARCHEL 34T AD0HHE

0.1 CEOHDMINHI MITP3HTH DIYKAKTE EPAMIN RHTTHTb CKAIITE MPeM ' EpMIRICT YTOPIIEEA 5IET0p OPOaR J0JaTs
EHOHOMITH ¢TH MOAES ¢TAPATCTEEHHE CYCIIABCTE, EIMSIBEA raseTa bild woma
;;r'um OVIAMSINT X0HE MPRIDMATH HOTHHE 015 CHIITS BPOAH BIAMOBITE «MH S3AEASMELH ITHX T¢I05CK

a1 MVCVIEMAHCHIHH §ECHIME? HATOMICTS HOPCTRHIT IOTITHE CRATATH BBARANT «MVCVIBMAHCHEEL v

[yropmmE:
nm

Pucynoxk 9. Bisyanvha ananimuxa wooo useieHHs nputiomy nponazanou
«Repetitiony po3pobnenum npoepamHum 3a0e3neyeHHam
EKCIIepUMEHTH, MPEACTABICH] B CTATTI, POBOMIKCS 3 BUKOPHUCTAHHIM Pi3HUX
MoximBocTed Gibmiorexknm SKLearn. V mili po0oTi mpencraBieHi MakcHMajbHI
pE3yJIbTaTH, SKHX BJIAIOCS HOCSATTH aBTOpaM EMITPUYHMM LUISXOM. IluTaHHs
KOoH(}irypauii Ta BHOOpY rineprapaMeTpiB € OKPEMOIO MPOOIEMOI0, IKa BUXOIUTD 32
PaMKH MUTaHb, 0 PO3TIISIAIOTHCA.

6. BuCHOBKH

CTBOpEHO METOJI BUSBIECHHA Ta Kilacudikamii TEXHIK MPONaraHay y TEeKCTOBOMY
KOHTEHTI 3ac00aMH MTYYHOTO iHTENEKTY, IO J03BOJISIE MIEPETBOPIOBATH BXiIHI AaHi
y BUINISAI TEKCTY JUI aHaji3y Ta HAaBUSHWX MOJeNied MAIlMHHOIO HaBYaHHS Yy
BUXiJHI JaHi, SIKi MICTSTh YHCIOBI OILIHKH HAsABHOCTI KOXXHOTO 3 MNPHHOMIB
MpoNaraH® Ta pPO3MIYEHHH TEKCT 3 Bi3yalbHOI AaHATITHKOI HPUCYTHOCTI
JIETeKTOBAaHWX MapKepiB MmponaraHay. byno nmpoBeaeHo NOCIiHKEHHS, 0 03BOJISIE
BH3HAUaTH 17 OCHOBHHX TPHHOMIB IpONaraHiy, Takux sKk: «Appeal to fear-
prejudice», «Causal Oversimplification», «Doubt», «Exaggeration», «Flag-Waving»,
«Labeling», «Loaded Language», «Minimisation», «Name Calling», «Repetition»,
«Appeal to Authority», «Black and White Fallacy», «Reductio ad hitlerum», «Red
Herring», «Slogans», «Thought terminating Cliches», «Whataboutism».

VY pamkax J0OCHiKeHHs OYJI0 MOPIBHAHO 3 HalYaCTille 3aCTOCOBYBAHI IMiAXOIH:
TPamUIIWHKA MiAXiA MAIIMHHOTO HAaBYaHHSA, MIiAXi HA OCHOBI PEKYPEHTHUX
HEHPOHHHMX MepeX Ta MifXiJ Ha OCHOBI TpaHcdopmepHux monened. TpaawniiiiHi
MiAXOJM MAITMHHOTO HAaBYaHHS OYIKYBAaHO TOKA3aJIM TipIIi pe3yibTaTH, OCKLIBKU
BOHH HE 37aTHI BPaXOBYBaTH KOHTEKCT, IO € BAXIIMBUM ISl BHUSBICHHS TEXHIK
nponarasan. JloCSATHyTa TOYHICTH Ul TPaAMIiHOTO migxony craHoBmia Bix 0.60
10 0.67. PexypeHTHi HelipoMepexi, Xoua i MepeBepIiiIa TPaIUuLiiHI MiAX0IH, BCe
K MaloTh TPYIHOIII 3 00poOKOI0 NOBrux 3anexHocrteil. st mporo miaxomy Oyio
nocsarHyto To4Hocti Bim 0.66 mo 0.80. HaiiBumii pesynbratu Oynu AOCATHYTI
HiIX0JOM Ha OCHOBI TpaHCOPMEpPHHUX MoJeeH, 3aBISKH BHUKOPUCTaHHIO
MEXaHi3MiB CaMOyBar, sKi JIO3BOJISIOTh KOXHOMY €JIEMEHTY IOCIIiIOBHOCTI
0Oe3mocepeIHbO B3aEMOJIISATH 3 yciMa IHmMMH enemeHTamu. lLle 3abesmedye
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e(eKTHBHE 3aXOIUIEHHS JOBIOTPUBAIHMX 3aJIGKHOCTEH, IO € XapaKTepHUM IS
TeXHIK mnpomarangd. JaHumil miaxix MO3BOJMB BHABISTH TEXHIKM IIPOIAraHIu 3
TouHicTio 10 0.96. Otpumani pe3ynabTaTH 3a0€3MEUMIN BUSABICHHS PI3HUX
MPONAraHAUCTChKUX TNPUHOMIB 3 MiHIManbHOIO TouHicTIO 79,03% (MiHIManbHI
3HAYSHHs TOYHOCTI OTpuMaHi st MeToauku « Whataboutismy), 1o kparie 3a Bizomi
aHanoru [8] momo0 BHABIEHHS MpPOIAaraHAd HE3aJeKHO Bil BUKOPHCTOBYBAHUX
MeTouK. [TopiBHSHO 3 BiIOMHMH aHaJOraMy [7] IMOKpaIIMiach TOYHICTh BUSBICHHS
PI3HOMaHITHHX IpPUIOMIB TpoOIaraHad: 3a MeToIuKoro «Appeal to Authority»
TOYHICTH BHSIBICHHS 3pocia Ha 9,81%, 3a Meroaukoro «[IpHuuHHE CIIPOIIEHHSD) —
Ha 11,99%, 3a Mmetoaukoro «Causal Oversimplificationy» TOUHICTh BHSBICHHS 3pocia
Ha 75,32% nna meronuku «Doubt», TOYHICTH BHSBICHHS 3pocia Ha 26,04% s
TexHikn «Exaggeration», TOYHICTH BHSBICHHS 3pocia Ha 27,65% i TexXHIKK
«Flag-Waving», TouHicTh BUsBICHHS 3pocia Ha 48,57% mis «Labeling» metoqukw,
TOYHICTH BUSIBIICHHS 3pocia Ha 42,9% nnst meroguku «Loaded Language», TouHicTh
BUSIBIICHHS 3pocna Ha 44,6% nnst texuikn «Name Calling», TOUHICTh BHSBICHHS
3pocna Ha 58,11% mns texHikm «Repetition», TOYHICTH BHSBICHHS 3pocia Ha
11,84% must Texuiku «Appeal to Authority», TouHiCTh BUSIBICHHS 3pocia Ha 36,68%
s TexHiku «Black and White Fallacyy», TouHicTh BusiBIIeHHS 3pocia Ha 62,31% mmst
TexHiku «Reductio ad hitlerum», TouHicTh BusiBICHHS 3pocna Ha 41,07% mis «Red
Herringy, TouHicTh BUsBIeHHS 3pocia Ha 10,54% mis TexHiku «Slogansy», TOUHICTh
BUSIBIICHHS 3pocia Ha 26,74% nns texnikn «Thought terminating Cliches», TounicTs
BUsIBIIEHHS 3pocia Ha 39,81% s texHikn « Whataboutismy.

[Hopanemi gocmimkeHHs OyAyTh CIpPSAMOBaHI Ha PO3IIUPEHHS NAaTaceTy Ul
HaBYaHHS Ta MOLIYKY JOAATKOBHX MITOK y TEKCTaX, L0 XapaKTepPHU3yIOTh NPUHOMHI
NpoNaraHiy, TaKUX SK HAsABHICTH OYNiHry, eMOLiifHa TOHAJBHICTH TOLIO, IIO
JIO3BOJIUTH 3POOMTH OLTBII MOSICHEHUM pIlIEHHs MOJeNi MAaIllMHHOTO HaBYaHHS Ta
JIO3BOJIUTH 3pOOUTH O1NIBIIT TOYHUM BHSIBIICHHS ITPUHOMIB.

7. Jlireparypa

[1] A. Horak, R. Sabol, O. Herman, V. Baisa, Recognition of propaganda
techniques in newspaper texts: Fusion of content and style analysis, Expert Systems
with Applications, Volume 251, 202. doi:10.1016/j.eswa.2024.124085.

[2] A. Bhattacharjee, H. Liu, Fighting Fire with Fire: Can ChatGPT Detect
Al-generated Text? SIGKDD Explor, Newsl, 25, pp. 14-21, 2023.
d0i:10.1145/3655103.3655106.

[3] G. Faye, B. Icard, M. Casanova, J. Chanson, F. Maine, F. Bancilhon, G.
Gadek, G. Gravier, P. Egre, Exposing propaganda: an analysis of stylistic cues
comparing human annotations and machine classification, in: Proceedings of the
Third Workshop on Understanding Implicit and Underspecified Language, pp. 62—
72, Malta, Association for Computational Linguistics.

[4] P. Vijayaraghavan, S. Vosoughi, TWEETSPIN: Fine-grained Propaganda
Detection in Social Media Using Multi-View Representations, in: Proceedings of the
2022 Conference of the North American Chapter of the Association for

263



ADVANCES
IN INFORMATION-CONTROL SYSTEMS AND TECHNOLOGIES

Computational Linguistics, pp. 3433-3448, Seattle, United States, Association for
Computational Linguistics.

[5] M. Abdullah, O. Altiti, R. Obiedat, Detecting Propaganda Techniques in
English News Articles using Pre-trained Transformers, in: 2022 13th International
Conference on Information and Communication Systems (ICICS), Irbid, Jordan,
2022, pp. 301-308. doi: 10.1109/1C1CS55353.2022.9811117.

[6] D.G. Jones, Detecting Propaganda in News Articles Using Large
Language = Models, Eng OA, 2(1), 2024, pp. 1-12. URL:
https://www.opastpublishers.com/peer-review/detecting-propaganda-in-news-
articles-using-large-language-models-6952.html.

[7] G. D. S. Martino, A. Barron-Cedeno, H. Wachsmuth, R. Petrov, P.Nakov,
SemEval-2020 Task 11: Detection of Propaganda Techniques in News Avrticles, in:
Proceedings of the Fourteenth Workshop on Semantic Evaluation, pp. 1377-1414,
Barcelona (online), International Committee for Computational Linguistics.

[8] G. Martino, S. Yu, A. Barron-Cedeno, R. Petrov, P. Nakov, Fine-Grained
Analysis of Propaganda in News Article, in: Proceedings of the 2019 Conference on
Empirical Methods in Natural Language Processing and the 9th International Joint
Conference on Natural Language Processing (EMNLP-IJCNLP), pp. 5640-5650,
2019. doi:10.18653/v1/D19-1565.

[9] Analytics Vidhya, Guide on Support Vector Machine (SVM) Algorithm,
2024. URL: https://www.analyticsvidhya.com/blog/2021/10/support-vector-
machinessvm-a-complete-guide-for-beginners/.

[10] S. Mann, D. Yadav, D.Rathee, Identification of Racial Propaganda in
Tweets Using Sentimental Analysis Models: A Comparative Study, in: Swaroop, A.,
Kansal, V., Fortino, G., Hassanien, A.E. (eds) Proceedings of Fourth Doctoral
Symposium on Computational Intelligence. DoSCI 2023. Lecture Notes in Networks
and Systems, vol 726, Springer, Singapore. doi: 0.1007/978-981-99-3716-5_28.

[11] L. Syed, A. Alsaeedi, L. A. Alhuri, H. R. Aljohani, Hybrid weakly
supervised learning with deep learning technique for detection of fake news from
cyber propaganda, Array, Volume 19, 2023. doi:10.1016/j.array.2023.100309.

[12] Krak 1., Zalutska O., Molchanova M., Mazurets O., Bahrii R., Sobko O.,
Barmak O. Abusive Speech Detection Method for Ukrainian Language Used
Recurrent Neural Network. CEUR Workshop Proceedings, 2023, vol. 3387, pp. 16-
28. URL.: https://ceur-ws.org/Vol-3688/paper2.pdf.

[13] Geeks for geeks, What is LSTM — Long Short Term Memory, 2024. URL:
https://www.geeksforgeeks.org/deep-learning-introduction-to-long-short-term-
memory/.

[14] AM.U.D. Khanday, Q.R. Khan, S.T. Rabani, M.A. Wani, M. ELAffendi,
Propaganda Identification on Twitter Platform During COVID-19 Pandemic Using
LSTM, in: Abd El-Latif, A.A., Maleh, Y., Mazurczyk, W., ELAffendi, M., 1.
Alkanhal, M. (eds) Advances in Cybersecurity, Cybercrimes, and Smart Emerging

264



ADVANCES
IN INFORMATION-CONTROL SYSTEMS AND TECHNOLOGIES

Technologies, CCSET 2022, Engineering Cyber-Physical Systems and Critical
Infrastructures, vol 4. Springer, Cham. doi:10.1007/978-3-031-21101-0_24.

[15] Dev, Large Language Models: Comparing Gen 1 Models (GPT, BERT, T5
and More), 2024. URL: https://dev.to/admantium/large-language-models-
comparing-gen-1-models-gpt-bert-t5-and-more-74h.

[16] Hugging Face, BERT, 2024. URL:
https://huggingface.co/docs/transformers/model_doc/bert.

[17] Zalutska O., Molchanova M., Sobko O., Mazurets O., Pasichnyk O.,
Barmak O., Krak I. Method for Sentiment Analysis of Ukrainian-Language Reviews
in E-Commerce Using RoBERTa Neural Network. CEUR Workshop Proceedings,
2023, vol. 3387, pp. 344-356. URL: https://ceur-ws.org/Vol-3387/paper26.pdf

[18] Hugging Face, DistilBERT, 2024. URL:
https://huggingface.co/distilbert/distilbert-base-uncased.

[19] D. Chaudhari, A. V. Pawar, Empowering Propaganda Detection in
Resource-Restraint Languages: A Transformer-Based Framework for Classifying
Hindi News Articles, Big Data and Cognitive Computing, 2023, 7(4):175.
doi:10.3390/bdcc7040175.

[20] A. Malak, D. Abujaber, A. Al-Qargaz, R. Abbott, M. Hadzikadic,
Combating propaganda texts using transfer learning, IAES International Journal of
Artificial Intelligence  (1J-Al). Volume 12, pp. 956-965, 2023. doi:
10.11591/ijai.v12.i2.pp956-965

[21] A. Malak, D. Abujaber, A. Al-Qargaz, R. Abbott, M. Hadzikadic,
Combating propaganda texts using transfer learning, IAES International Journal of
Artificial Intelligence  (1J-Al). Volume 12, pp. 956-965, 2023. doi:
10.11591/ijai.v12.i2.pp956-965.

[22] I. Krak, O. Barmak, O. Mazurets, The practice investigation of the
information technology efficiency for automated definition of terms in the semantic
content of educational materials. CEUR Workshop Proceedings, 2016, vol.1631, pp.
237-245. doi:10.15407/pp2016.02-03.237.

[23] C3.ai, What is Local Interpretable Model-Agnostic Explanations (LIME)?,
2024. URL: https://c3.ai/glossary/data-science/lime-local-interpretable-model-
agnostic-explanations/.

[24] Scikit-learn, Machine Learning in Python, 2024. URL: https:/scikit-
learn.org/stable/.

[25] Tensorflow, An end-to-end platform for machine learning. Machine
Learning in Python, 2024. URL: https://www.tensorflow.org.

[26] GitHub, Lime, 2024. URL: https://github.com/marcotcr/lime.

[27] Numpy, The fundamental package for scientific computing with Python,
2024. URL: https://numpy.org.

[28] Pandas, Pandas, 2024. URL.: https://pandas.pydata.org.

265



ADVANCES
IN INFORMATION-CONTROL SYSTEMS AND TECHNOLOGIES

[29] Kaggle, Disinformation  Detection  Challenge, 2024.  URL:
https://www.kaggle.com/competitions/disinformation-detection-
challenge/data?select=emnlp_trans_uk_dataset.

[30] Propaganda, Propaganda  Analysis Project, 2024. URL:
https://propaganda.qcri.org/index.html.

[31] Y. Elor, H. Averbuch-Elor, To SMOTE, or not to SMOTE. URL:
https://arxiv.org/abs/2201.08528.

[32] Hugging Face, The Al community building the future, 2024. URL:
https://huggingface.co/.

[33] V. Slobodzian, M. Molchanova, O. Kovalchuk, O. Sobko, O. Mazurets, O.
Barmak, 1. Krak. An Approach Based on the Visualization Model for the Ukrainian
Web Content Classification. 2022 12th International Conference on Advanced
Computer Information Technologies, ACIT 2022. 2022. pp. 400-405. doi:
10.1109/ACIT54803.2022.9913162

[34] 0. Kovalchuk, V. Slobodzian, O. Sobko, M. Molchanova, O. Mazurets, O.
Barmak, I. Krak, N. Savina. Visual Analytics-Based Method for Sentiment Analysis
of COVID-19 Ukrainian Tweets. Book Chapter. Lecture Notes on Data Engineering
and Communications Technologies. 2023. Vol. 149. pp. 591-607. doi: 10.1007/978-
3-031-16203-9_33

METHOD FOR DETECTING AND CLASSIFYING PROPAGANDA
TECHNIQUES IN TEXTUAL CONTENT USING ARTIFICIAL
INTELLIGENCE
M. Molchanova ORCID: 0000-0001-9810-936X
Khmelnytskyi National University, Ukraine
E-mail: m.o.molchanova@gmail.com

Abstract. The paper is devoted to the creation and approbation of the method for
neural network detecting propaganda techniques by markers with visual analytic,
which allows converting input data in the form of text for analysis and supervised
machine learning models into output data containing numerical estimates of the
presence of each propaganda technique and marked-up text with visual analytical
presence of detected propaganda markers. Research was conducted that allows us to
detect 17 main propaganda techniques. The study compared the 3 most commonly
used approaches: a traditional machine learning approach, an approach based on
recurrent neural networks, and an approach based on transformer models. The
highest results were achieved by the transformer model approach, which uses self-
attention mechanisms that allow each element of the sequence to interact directly
with all other elements. This ensures efficient capture of long-term dependencies,
which is typical for propaganda techniques. This approach allowed us to detect
propaganda techniques with an accuracy of 0.96.

Keywords: BERT, RNN, propaganda techniques, detecting propaganda,
propaganda markers, visual analytics
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VJIK 004.8

METO/J IHTEJIEKTYAJIBHOI'O BUSABJIEHHSA
KIBEP3AJIAKYBAHDB Y TEKCTOBOMY KOHTEHTI
0. Cobxo ORCID: 0000-0001-5371-5788

XmenvHuyvkui HayionanbHuil yHieepcumem, Ykpaina
E-mail: olena.sobko.ua@gmail.com

Anomauin. Jlocniodcentss npucesiueHe CMEOPeHHI0 ma anpobayii memooy
iHmeneKmyanbHo20 BUAGIEHHS Kibep3anaKy8anb 8 mekcmogomy konmenmi. Memoo
30amuull  oyiHlOBamMuU  3a  88e0eHOI0  MEKCMo8ol  iHpopmayicio  piged
Kibep3anaKy8aHb 3 BUKOPUCTNAHHAM PeKypeHmHOi HelipoHHOi mepedxci. Busaenenns
Kibep3anaKyeans nepeddauac 6UKOPUCMAHHA KOMOIHO8AHO20 NIOX00Y, WO NOEOHYE
BUKOPUCIMAHHSA CILOBHUKA CI8 MOBU 60pPOJICHeYl ma Heupomepedcesuti nioxio 0as
BUSHAYEHHA HAAGHOCMI  Kibep3anaKyeanb. 3anponoHO8AHUtl Memood 003601A€
6CMAHOBUMU HAAGHICMb KIOEP3aNAKYBAHL Y MEKCMI Ma 6USHAYUMU YUCTOBY OYIHKY
PpisH nposiey Kibep3ansiKyéansv O/ NOOAIbUO20 MOHIMOPUHSY KOMYHIKAYIIHO20
npoyecy, nonepeortceHHs WKIONUB020 6NIAUSY MA HCUMMA HEOOXIOHUX 3ax00i8 3
060Ky MOOepamopie uu a8mMoMamu308anoi mooepayii KOHmMeHmy i0no8iOHUMU
cucmemamit YRpaguiHHa KOHMeHmOoM.

byno suxopucmaro mpuwapogy apximexmypy 3 Embedding Layer, LSTM Layer
ma Dense Layer i3 cuemoionor @yukyiero akmusayii. Hasuena 3a pospobnenum
Mmemooom moodens RNN 6yna 6 nooanbuiomy npomecmosana Ui UseULd NOKA3HUKU
epexkmusnocmi: mounicme 0.96, Recall 0.959 ma F1 0.957. Ax memoo, max i
MOOenb  8pAX08YIOMb  KOHMEKCM, MOH  BUCIOBNIO8AHL MA  HAAGHICMb  MOBU
sopooicreui. Le ceiouums npo me, wo pe3yivmamuy ananizy 6ionogioams cy4acHum
nioxo0am 00 uUsEIeHHs KiOep3ansaKy8anHs, NiOBUYIOUY IX OOCTOBIPHICTND.

Memoo  inmenexmyanvno2o — GuAGNeHHs  KiOep3anAKyéanb Yy  MEeKCmoBoMy
Koumenmi 6yJ10 npomecmo8aHo HA CMBOPEHOMY HPOSPAMHOMY 3abe3nedeHHi, U
6CTAHOBIEHO, WO MEMOO MAE BUCOKY eheKmusHicmy 8UABNIeHHs Kibep3anaKy8ans y
MeKcmosomy Koumenmi. 32i0HO NPOBEOeHUX NPUKIAOHUX OO0CHIONCEHb, MEmMOo0 Mae
OYiHKy mouHocmi i0enmuixayii Kibepsanikyeanb nonao 90%, oomax oyinka
HAABHOCMI KIOep3aNAKY8aHb Modce Oymu Cy0'eKmusHoI0 i CNPUUHAMMS KOHMeHmy
Modce pisnumucs 6i0 ocobu 0o ocobu. [ns noxpawjenns pesyiomamy MOXICHA
00NO6HI0BAMU CTIOBHUK BUPA3I6 MOBU 60podicHeui. Taxodic memood mae obmedicenns,
npayrouu 3 mekcmamu 008x4cuHor 6io 3 0o 500 cuis.

Knwwuosi cnosa: xibepsansikyeanus, iHmMeneKmMyalbHUll aHAIi3 mMeKcmis, mMosea
80pOJICHEUI, HEUPOHHOI Mepedxci, Kiacugixayis Kibep3aniaKy8aHs.

1. Beryn Ta nocrtaHoBKa npodJjeMu

KiGep3anskyBans, abo iHTepHeT-arpecisi, fBIs€ CcOOOK HOBITHIO (HOpMY
HACWJIbCTBA, IO 3IifICHIOETBCS y  BIPTYyaJlbHOMY IPOCTOpPi.  3JIOBMHCHHUK
BUKOPHCTOBYE Di3Hi OHJAHH-KOMYHIKaIl[iiiHi KaHalM, Taki SK COIL{aJbHI Mepexi,
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€JIEKTPOHHA TTomTa ab0 MECEHIDKEPH, 3 METOI0 MCHUXOJIOTIYHOTO THCKY, HAaHECCHHS
mxoau abo mpuHIKEHHs ocobucrocti [1]. Ile TpmBama 1 TmoOBTOpIOBaHA
MaHIMTyTATUBHA [isl, COPSMOBaHa Ha OKpeMHUX 0cib abo rpymu 3 METOI CTBOPEHHS
MOYYTTS CTpaxy, THiBY a00 npuHmwkeHHs. OCHOBHUM 3aBIaHHIM KiOep3asiKyBaHHS €
3aBIaHHs MICUX14HOT a00 eMOLIHHOT KON HOTO >kepTBaM [2].

Cepen TUNOBHX MPUKIAAiB KiOep3alsKyBaHHS MOXKHA HABECTH HACTYIHI
CHUTYaIl:

— MOMMpeHHs HempaBauBoi iH(popMamnii abo myOiKaris KOMIPOMETYIOUHX
MarepiaiiB MO0 0COOU B COMIaNbHUX MEPEXKax;

— HajACWIAHHSA OOpa3MBHX IOBIJOMJIEHb UM TIOTPO3, CIPSIMOBAHUX Ha
MIPUHIDKEHHS a00 3aBIaHHS IIKOAX Yepe3 cepBicH 0OMiHY MOBITOMIICHHAMHY;

— BUaBaHHA cebe 3a iHmy 0co0y 3 METOIO BBEICHHS B OMaHy Ta HaJCHUJIAaHHSI
MOBiJOMJICHb TPETIM CTOPOHAM Bif i1 iMeHi.

3Ha4ymIol0 BIAMIHHICTIO KiOep3aysiKyBaHHS € HAasBHICTh IH(POBUX CIUifiB,
TaK¥X K MOBIJIOMJICHHS Ta ITyOiKallii, sSIKi MOXKYTh CITyT'yBaTH J0Ka3aMH Ta CIIPUSITH
NpUNUHeHHIo arpecii. HesBaxaroum Ha Te, m0 Kibep3aisaKyBaHHS 1 TpaguLliiHi
(bopMHu 3aIIKyBaHb MOXYTh TIEPETHHATHCS, IEPIIHH 3aJIUIIIa€ KOHKPETHI eJIeKTPOHHI
CBiTUEHHS.

3akoHO/aBYE PETYIIOBAaHHS Kibep3assIKyBaHb € IOPIBHSHO HOBUM SIBHILEM 1 IIIe
HE MpUHHATE B YCiX KpaiHaX. Y 3B'I3Ky 3 UM Oararo Aep>kaB BUKOPUCTOBYIOTH JUIS
00pOTHOH 3 Kibep3aasiKyBaHHSMH iHII IPaBOBI HOPMH, 30KpeMa, 3aKOHH MPO 3aXUCT
Big momaranb. Ha pucynky 1 momana iHdopwmamis Hmpo KiJIbKICTh CYIOBHX CIIPaB,
MOB'A3aHUX 3 PI3HUMHU (OpPMaMH IIbKYBaHb. 3arajoMm Oyno po3nsiHyTo 335 cmpas.
OcHoBHa yactuHa crnpaB (271 a6o 80.9%) crocyeTbCcsi TpaAWLIHHHUX 3alsKyBaHb.
Inma vactuHa (61 cmpaBa abo 18.2%) moB's3aHa i3 3acTOCYyBaHHSIM 3aco0iB
eNeKTPOHHUX KoMyHikauiif. Jlume 3 cmpaBu (0.9%) Hanmexarp 1o Kareropil
HEHa3BaHHX 3JIOBMUCHHX /il a60 HekIacu(hikoBaHMX BHUIA/IKIB 3aJIIKyBaHb [3].

3 Henosinomnens 3axnanom

0,9% ocsiTH Npo Gyninr
3acrocysanns 3acobis 61
©N1eKTPOHHMX KOMyHIKaULi 182% |
271
809% Tpanuuiinui Gyninr

BCbOTO CNpaB
Pucynok 1. Cmamucmuxa cy0osux cnpas w000 ybKy6ahs
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Ha pucynky 2, OumbIn JeTaJbHO MOJAHO TUIH 3JIOBKHBaHb, IO BKJIIOYAIOTH
BUKOpUCTaHHS 1M(poBuX TexHoiorii [3]. Haiibinplia KiTbKIiCTh CIIpaB CTOCYETHCS
myOmikauii Ta momupeHHs ¢oto uu BigeomarepianiB (16 copas). Ha apyromy micri
po3TaiioBaHi CHpaBH, MOB'A3aHI 3 TOTPO3aMH YH MEPECTiOyBaHHAM Uepes3
€JIEKTPOHHY MOIITY Yi MeceHpkepu (12 crpas). IHIII BUAM 3M0BKHUBAaHb BKIIOYAIOTh
CTBOpEHHsI (heHKOBHX CTOPIiHOK (6 CIIpaB), 3]I0M aKayHTiB abo OJIOKYBaHHS IOCTYITY
(4 cnipaBm), mommMpeHHs 9yToK (3 crpaBu), maHTax (3 CIpaBH), a TaKOXK IOTPO3H 3
OOKy HEBiIOMHX 0Ci0 y comialbHUX Mepekax 4u MeceHukepax (1 crpasa).

Miapotia

= T3 NOWKPENKHA
Wawra 4 e 010 74 sigeo
Nowspeswn 3 u
wyTox > . Noumpessn Poro,

4 N sineo
‘-
| 5 Cisopenns Cemnosnx
cropiHoe

Norposn 1a
TTPHHVE HHR
3 TOMY wHen 8 JRoMKA TR NOWHPENNA
 CoujanbRAX 26 Gidlow, 3Hywans

mepexax

Pucynox 2. Kinokicms cy0osux cnpas 3a nposigamu 3a1sAKy6aHb 3 BUKOPUCHIAHHAM
3ac00i6 eneKmpoOHHUX KOMYHIKaAyil

OcranHi gociipkeHHs [4] MoKa3yloTh, 0 Kibep3asiKyBaHHS 4acTO BKIIIOYAIOTh
MoBy BopokHeui (hate speech), sika € Ba)XIMBHM KOMIIOHEHTOM IIbOTO sBHIIA. Y
Kibep3aaKyBaHHSIX arpecruBHI Ta 00pa3iIKBi BUCIOBIIOBAaHHS YacTO CIIPSIMOBaHI Ha
IUICKPHMIHAINIO 32 O3HAKAMH PAcH, CTaTi, Pemirii, CeKcyalabHOI Opi€HTawii TOIIO.
Hampuknan, nocmimkerHs 3a momomoroio TexHosorii BERT Ta iHmmx wmeromis
MalIMHHOTO HaBYaHHS MOKa3yIOTh, 10 PO3Mi3HaBaHHS MOBH BOPOXKHEUI € KIFOYOBUM
3aBIAHHSIM Y BUSBJICHHI KiOep3aJsiKyBaHb y TEKCTOBOMY KOHTEHTI, OCOOJIMBO Ha
rarpopMax COLiaIbLHUX MEpexk, TakuxX sK Twitter. AKTyaJbHICTb PO3pOOKH METOILY
IHTENEKTyalbHOTO BUSIBJICHHS KiOep3alsKyBaHb y TEKCTOBOMY KOHTEHTI 3yMOBJIIECHA
MOIMPEHHSAM arpecHBHOI TOBEIIHKA B OHJIAHH-CEpeNOBHINI Ta Ii BIUIMBOM Ha
MCUXOJIOTIYHKMI cTaH xepTB [5]. SIK CBiAUMTH CTATUCTHKA CYHOBHX CIpaB, 3HAYHA
YacTKa IHOWACHTIB IIBKYBaHHS BXe IMepeMilyeTbess y ImdpoBuil mpoctip, 1e
HaITaJJHUKA BHKOPHCTOBYIOTH EIIEKTPOHHI 3ac00M KOMYHIKalii JJIs MepeciiayBaHb,
norpo3 i npuHmwkeHHs. Lli 1aHi Bka3yloTh Ha Te, [0 Maike I'sITa YacTHHA BHUIAKIB
OyniHry BigOyBa€eThCsl caMe 4epe3 BHKOPHUCTAHHS TaKUX TEXHOJOTIH, SIK COL{asbHi
Mepeski, MECeHDKepU abo eNeKTpoHHa momTa. He3Baxaroun Ha Te, M0 KiJIbKiCTh
CIpaB PO TPaIuLiitHUIA OYyIIHT 3aIMIIAETHCSl BUCOKOIO, BUMA/IKU Kibep3asiKyBaHH!,
30KpeMa PO3MOBCIOVKEHHS 3JI0BMHCHOIO KOHTEHTY, CTBOPEHHs (DeHIKOBUX aKayHTIB,
IIaHTaXX Ta MOMIMPEHHS HenpaBauBoi iH(opMamii, CTAHOBIATE cepiio3Hy ImpodIeMy.
Ockinpku 1181 popMa arpecii 3anuirae THGPOBUI ciTif, po3poOKa IHTENEKTyalbHUX
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CHCTEM, 3IaTHUX aBTOMATHYHO iNeHTH(IKyBaTH KiOep3alsiKyBaHHS B TEKCTOBOMY
KOHTEHTI, € BaKJIMBOIO JUI IIBHJIKOTO pearyBaHHS 1 3amoOiraHHs ITOXAbIIii
eckananii koH(uikTy. Takuil MeTon MO3BONUTH €(QEKTHBHINIC BHSBISTH IPOSBU
arpecii, MiHIMI3yBaTH €MOIii{HI HACTIKK AJIS JKEPTB 1 CIyTryBaTUME 1HCTPYMEHTOM
1S 3a0e3nedeHHs Oe3neKy B OHJIaiH-TIPOCTOPi.

2. AHaJqi3 ocTaHHIX J0CTiTxKeHb Ta MyOTikamii

3amaga BUSBICHHS KiOep3asiKyBaHHS y TEKCTOBOMY KOHTEHTI 3aJIMILIAETHCS
BKpail aKTyaJbHOIO uepe3 3pOCTarody KUIBKICTh UIKIIIMBUX B3aEMOXId Ha
miarpopMax CcoLialbHUX Mepexk, OCOOIMBO cepel MOJOmi. Y TOCIIHKEHHSIX
OCTaHHIX POKIB HAayKOBIIi 3p0OMIM 3HAYHUH IIPOrpec y Wil rary3i, BHKOPHCTOBYIOUH
aITOPUTMH MAIIMHHOTO HaBYaHHS Ta 00poOku npupoaHoi Mou (NLP).

VYV crarti [6] po3mismaeTbest npobOiema Kibep3aysikyBaHb, sika  HaOyna
aKTyaJbHOCTI 4Yepe3 3pOCTaHHsS 3aJIeXHOCTI CYCIIBCTBA Bil OHJIAHH-TUIAT(HOPM
BHACITIIOK MaHAeMii. ABTOPH aKIEHTYIOTh yBary Ha TOMY, LIO iCHYIOUYi aJTOPUTMHU
BUSBIICHHA KiOep3alsiKyBaHb 4YacTO KIAcH(IKYIOTh OPYXKHI KapTU sK 0Opas3iuBi,
OCKUIBKH BUKOPUCTOBYIOTH JIMIIE OiHAPHY KIacH(]iKalilo Ha OCHOBI KIFOYOBUX CIIiB,
o0 MicTATh 00pasu. BifcyTHICTh aHai3y KOHTEKCTYy Ta HEAOCTYIHICTh BiIKPHTHX
HaBYAIBHHX JIAaHUX YCKIAJHIOE TOYHE HaBYaHHs Mozeneil. CaMe TOMY JOCIiKeHHS
30CEepeKYEThCSl HAa BPaxyBaHHI KOHTEKCTY SIK BaKJIMBOTO IapameTrpa Uit
kiacuikanii oHmaliH-noBiTOMIIeHb. BukopucTanuii Habip maHuX OyB aHOTOBaHMI
Ha OCHOBI II’SITH IapaMeTpiB, 0 BPaXOBYIOTh KOHTEKCT OHJIAHH-pO3MOB. Y poboTi
3aCTOCOBYIOTHCS Pi3HI QJITOPUTMH MAaIIMHHOTO HaBYaHHA, Taki sk SVM (mertox
OTOPHUX BEKTOPiB), BUnaakoBmii Jyic (random forest), AdaBoost i GararormrapoBuii
nepcentpon (MLP), mo BuOipkM naHWX Tpo KiOep3ajsKyBaHHS, OTPHMAHHX i3
Twitter. Haiikpami pesynbrati mokasaB anroput™ SVM, Ha sikoMy Oylno BHKOHAaHO
paHIOMI30BaHUl mepe3anuc, 10 IPHBENIO IO 3HAYHOTO MiJBHIICHHS CEpeIHbOro
sHadenHs Fl-mipu, nepeBumuBmid 0a30BUi TOKa3HHUK.Bigomuit miaxin [7] mo
BUSIBJICHHSI KiOep3aJsiKyBaHb B COLiaJIbHUX Mepekax 3a JOIOMOIOI0 aHCaMOJIeBOro
HaBYaHHS Ha OCHOBI cTeKyBaHHs. OCHOBHA yBara NpPHUAUISAETHCS BHKOPHUCTAHHIO
mmbokux HerponHux Mepexx (DNNs) ta moaudikoBanoi mozeni BERT (BERT-M)
Ui aHamizy naHux i3 Twitter. 3i0panuii HaOlp AaHUX OyJI0 MOTEPETHBO 0OPOOICHO
JUI BHIAJICHHA HepeneBaHTHOI iH(popmarii. OCHOBHHM 3acoOoM Kiacudikamii y
MPEACTAaBICHOMY  TOXOAI  CTaB  CTEKOBHHM  aHcaMONb  MoJeNed,  SKUi
MIPOJIEMOHCTPYBAaB BHCOKI MOKa3HUKU edekTuBHOCTI. st Bamiganii Moxenei Oymu
BUKOPHCTaHi 3araJbHOBH3HAHI METPHUKH OLIIHKH, 1 3aIIPOTIOHOBAHUI CTEKOBHH MiIXi[
nocsirayB F1-mipu 0.964, Tounocti 0.950, i moBHoTH 0.92.

VY crarri [8] po3misiHYyTO METOAM BHABICHHS Kibep3asiskyBaHb. BHKopHCTaHO
micte HabopiB manumx i3 Facebook, Twitter ta Instagram, a Takox creriaibsHO
po3poOinieHnit apaOChKHIl JIEKCHKOH Kibep3aysikyBaHb. [lepen xnacudikariero Oyino
3IIHCHEHO TIONepeaHI0 00POOKY TEKCTY, 30KpeMa OYHINEHHs JaHHX, 1 3aCTOCOBAHO
MeTomu BOYIOBYBaHHS CIiB JUIi OOpPOOKH MPHPOMHOI MOBH. Y IOCTIIKEHHL
OIIHIOBAIM PI3HOMAHITHI QJTOPUTMH MAIIMHHOTO Ta DIIMOMHHOTO HAaBYaHHS:
HalBHUI Oaec, METON OMOPHUX BEKTOPIB, HEHPOHHI Mepexi Ta immi. [IpoBemeHo
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JICTaJbHUI TMOPIBHAUIHUN aHaii3, SKUW TOKa3aB, MO TiOpUAHI MOJETI MAarTh
nepeBary HaJl OKpeMUMH anroputMamH. IIpencrasieHo ribpunHy DIMOHHHY MO
31 CTeKyBaHHSAM BOYIOBYBaHHS CJiB, SIKa MPOJEMOHCTpPYBaja MOKpAIIeHY 31aTHICTh
IO BIJIYYEHHsS O3HAK Ta TOYHY KIacH(iKallilo TeKCTiB, 30KpeMa B Pi3HHX MOBHHUX
KOHTEKCTaXx.

HesBakatoun Ha 3HA4HUII Nporpec y IOCHIMHKEHHAX B OONAcTi BHSABICHHA
Kibep3aJsiKyBaHb, Il TeMa 3QIMIIAETHCS aKTyaJbHOIO depe3 IMOCTIHHO 3pOocTarody
KiJTBKICTh IU(POBOr0 KOHTEHTY Ta 3MIHIOBAaHMH XapakTep OHJIAH-KOMYyHiKamiil.
HoBi ¢opmu xoMmyHikamii, coIjiaJbHi Mepexi Ta aHOHIMHICTE KOPHCTYBadiB
CTBOPIOIOTH  CIIPHUST/IMBI  yMOBM JUI1  Kibep3alsiKyBaHb, IO YCKJIQMHIOE iX
ABTOMAaTHYHE BHUSBIICHHS.

3. IlocranoBKka 3aaaui

Metoro pobotn € po3poOka METOmy  IHTEIEKTYyalbHOTO  BHSABICHHS
Kibep3aasiKyBaHb y TEKCTOBOMY KOHTEHTI, IO MOEIHYE BHKOPHCTAHHS CIOBHHKA
CIiB, IO MpPUTAMaHHI MOBI BOPOXKHEYi, Ta HEHPOMEPEKEBOTO MIiAXOMY IS
BU3HAYCHHS HASBHOCTI KiOEp3asIKyBaHHS Y TEKCTOBOMY KOHTCHTI.

4. Meron iHTEJEKTYaJLHOTO BHfIBJEHHS Ki0ep3ajsikyBanb Yy
TeKCTOBOMY KOHTEHTI

Jns BusiBIeHHA KiOep3alsKyBaHb Y TEKCTOBOMY KOHTEHTi, a TaKOX 3 METOIO
3a0e3neveHHs] HaJIifHOCT] pe3yabTaTy IpH BU3HAYEHHS PiBHS KiOep3aiskyBaHb Oyne
BUKOPHCTaHO HEHPOHHY Mepexxy [UIsl BH3HA4YCHHsS KiOep3aysiKyBaHb Ta MiAXiJ
CJIOBHHKA JUTSl IEPEBIPKH HassBHOCTI €JIEMEHTIB MOBH HEHABHCTI.

BXigZHUMH JaHUMH METOLYy €: TIONepeIHbO HaBYEHAa MOJEJb BUSBICHHS
kibep3anakyBanHsS RNN, TEKCTOBHI KOHTEHT Ul aHAJi3y, CIOBHHK KIFOYOBHX
BHpPa3iB MOBHM HEHABHCTI, SKa IPUTaMaHHA Ki0ep3asiKyBaHHSIM. TeKCTOBHMI KOHTEHT
COLIANBHUX MEPeX Ul aHANi3y XapaKTepU3yHThCS IEIKUMH OCOOIMBOCTAME [9],
OCHOBHI 3 HUX:

- HEBEJIMKA JIOBKHHA (4acTO MarOTh OOMEXEHHS Ha KUIBKICTh CHMBOJIB, IO
CIIPUYHMHAE CTHCIOCTI TEKCTy Ta BHMArae SICHOrO Ta JIAKOHIYHOTO BHCIIOBJICHHS
AYMOK);

- iHpopManbpHICTh (3a3BMUail, iHGopMamis momaHa y HePOpPMATEHOMY
XapakTepi, 1 MOXkKe MICTUTH CKOPOYEHHsI, HECTaHIAPTHY JICKCHKY);

- BUKOPUCTAaHHS MYJIbTHUMEZia (TEKCTH MOXYTh BKIIOYATH Ti(KH, eMOI3i
TOIIO);

- IaJIOTIYHUH XapakTep (CoIialibHI Mepeki MaroTh PO3TaIyKeHY CTPYKTYpY,
IO CIIPHSE B3aEMOJIT Mi>K KOPUCTYyBadyaMHU Ta CTBOPEHHIO JialioTiB).

Lle Bce poOuTh 00pOOKY KOPOTKOTO KOHTEHTY CIEIH()IYHOI0, BiIMIHHOIO BiJ
3aralbHUX METOAIB I POOOTH 3 TEKCTaMM. Y3arallbHeHa CXeMa IIPOIIOHOBAHOTO
METOZy NPOLIIOCTPOBaHA Ha PUCYHKY 3.

Kpoxom 1 € HelipomepexeBa olliHKa OIliHKa KiOep3aysiKyBaHHb B TEKCTi, IO
BifOyBaeThcsi Ha OCHOBI TomepenHbo HarpeHoBanoi mozeni RNN. Pesymsratom
BUKOHAHHS KPOKY € YHCIIOBa OLliHKa KiOep3aJsiKyBaHHb B TEKCTOBOMY KOHTEHTI B
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npomikky Big 0 mo 1, me 0 — TekcT He MICTHUTH KiOep3ansKyBaHHS, 1 — MICTHTh
Kibep3asaKyBaHHS.

Bxiani gani:
Mogear aHamizy TexcronMA KOHTEHT CrnopHHK BHpazise
KibepzanAKyEaHb AT aHamiay MOBH BOPOM#H e
Kpox 1 Kpox 2
Hefipomepexesui (RNN] ananis Ouinka wacToTH (TF) noArH BHpasin
KiGep3anikyBaHb MOBH BOPO#HE]
THcnoBa OLiHKEA Uxcnosa ouiHka KOHLeHTpayl
KifepzanAxyBaHHE B TEKCTI MOBH BOpOsHe|

Kpor3
OBpaxyHOK OI[iHKHM HAABHOCT] KiBep3aaAKYBAHE TEKCTOROTO KOHTEHTY 33
MPHCYTHICTH KiBep3aaaKyRaHHA Ta KOHIEHTPALEK MOBH BOPOXHEY]

Buxiani aaui:
YHCADEA OUIHKA KiGep3anAKyBaHA TEKCTOBOrO KOHTEHTY
Pucyuolc 3. KpOKM Memody iHme‘/ZeKmya/leOZO BUABNIEHHA Ki6€p3aﬂﬂky8aHb y
meKkcmoesomy KOHmMeHmi

Kpok 2 BinOyBaeThcs mapajienbHO 3 MepuiuM, i mojisrae B ouiHmi gactotu (TF)
MOSIBU MOBH BOPOXKHEUI, sika Oy/ie BU3HAYATHChH TPH MOPIBHIHHI BMICTY TEKCTOBOTO
MOBiTOMJICHHS 13 ciioBHHKOM «Hatebase». OlliHka 4acTOTH MOSBU MOBH BOPOXKHEYi
Oyzie po3paxoByBaTUCh 33 (HOPMYIIOIO:

I © Y @
TotalCount

ne Ow — KUIBKICTB CITIB MOBH BOPOXKHEUi, 110 MiCTAThCs y clioBHHUKY, TotalCount —
3arajibHa KUTBKICTh CIIB Y JOCTIHDKYBAaHOMY TEKCTOBOMY KOHTEHTi. Pesymbrarom
BUKOHAHHS KPOKY € YHCIIOBA OL[IHKa KOHIIEHTpALil CKJIaJIOBUX MOBH BOPOXKHEHI.

Ha xpoui 3 3xilicHIOEThCS 0OpaxyHOK OLIHKHM KiOep3alsKyBaHHS TEKCTOBOTO
KOHTEHTY 3a BUSBICHHM KiOep3a/sIKyBaHHSIM HEHPOMEpEeKero Ta KOHLEHTpAIli€o
BHpa3iB MOBH BOpOXKHedi. UucioBa oliHKa Kibep3aisiKyBaHHS TEKCTOBOTO KOHTCHTY
Oyre po3paxoByBaTUCh 32 HOPMYIIOI0:

k -TF + (L— k)(1— CybBullVal) @)
2

ne TF — dmcnoBa omiHKa KOHIEHTpamii Bupas3iB MoBu Bopoxkueui, CybBullVal —

HelffpoMepexeBa OIliHKa Kibep3aiskyBaHHSA KOHTEHTY, K — koediumieHT mopory

CyberbullyingLevel =
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YyTINBOCTI CJIIB MOBH BOPO)KHEUI Ha 3arajbHUN PIBCHb BUSBICHHS MOBH BOPOXKHEYI.
[inOupaeThest 3TiAHO 0 MONITHKA JOCIIIKYBAHOTO COIIATEHOTO CEPBICY.

BinnoBigHO, BHXIZHMMH JaHMMH METOAY IHTENEKTYaJbHOTO BHSABICHHS
Kibep3alsiKyBaHb y TEKCTOBOMY KOHTEHTI 3a JONOMOTOIO PEKYPEHTHOI HEHpOHHOI
MEpeXi € YHCIOoBa OLliHKa Kibep3asIKyBaHHS TEKCTOBOTO KOHTEHTY.

5. IliaroroBKa HABYAJIBLHUX BUOIPOK TaHHUX

Y AKOCTI eKCIIepUMEHTANbHUX JaHUX U1 peandizalii MeToqy BHSABICHHS
Kibep3aniKyBaHb 32 JOIIOMOTOI0 PEKYPEHTHOI HEMPOHHOI Mepeski Oylie BUKOPUCTAHO
«Cyberbullying Data for Multi-Label Classification», «Cyberbullying Tweets»,
«Cyberbullying Dataset» «A Comprehensive Dataset for Automated Cyberbullying
Detection», (mns nmaBuanas RNN), a Takox «Hatebase» (s ineHTHdiKamii MOBH
HCHABUCT1).

Hatacer «Cyberbullying Data for Multi-Label Classification» [10], moctynauii
Ha Kaggle, npusHadeHunid ast GaratoMiTKoBO1 Kiacu(ikamii TEKCTiB 3 COIiaJbHUX
Mepexx. BiH Bkiarowae 47 THCAY TBITIB, IO Hajlekarh 10 6 pI3HUX Kareropii
Kibep3aniKyBaHb: CTaTh, BiK, €THIYHICTB, PEJIiris, 03HAKH iHBAJIIAHOCTI Ta 30BHILTHIN
urnid. Lled maracer nomomarae imeHTH(iKyBaTH pi3HI GOpPMH Kibep3alaiKyBaHb Ha
OCHOBI TEKCTIB 1 Kiacu(ikyBaTH iX 3a KiJJbKOMa MapameTpaMH oxHodacHo. JlaHi
MONIepeIHBO 00pOOIIeH], BKIIIOYAIOYM OYMCTKY TEKCTIiB Bij 3aiiBoi iHdopmanii, mo
pobuTH 11eit Habip TOTOBUM JUIsl BUKOPHCTAHHS B MOJEISIX MAIIMHHOTO HAaBYaHHS Ta
DIMOMHHOTO HaBYAHHSI.

Haracer «Cyberbullying Tweets», noctynauii Ha Kaggle [11], mictuts TBiTTEp-
MOCTH, SIKi BHKOPHCTOBYIOTBCSl IS JIOCHI/UKCHHS Ta MOJEIIOBaHHS BHSBICHHS
kibep3anskyBanb. lleii HaOip OaHWX BKIIOYAa€ TBITH, MiYeHI 3a KaTeropismu,
MOB'A3aHUMH 3 KiOep3alsIKyBaHHSAMH, IO JO3BOJSIE TIPOBOAMTH 0araToKIacoBY
kinacudikanito. BiH npu3HadeHWH IUIsI TpeHYBaHHS MOJeNied MAaIIMHHOTO Ta
[TMOMHHOTO HABYaHHS 3 METOH ifeHTH(dikaiii oOpasmuBHX MOBIZOMICHb abo
BOPOXKHX BUCJIOBITIIOBAHb.

Haracer «Cyberbullying Dataset», nocrynuuii Ha Kaggle [12], micTuTh TBiTH,
SIKi BUKOPHUCTOBYIOTBCS JUISi TPEHYBAaHHS Mojeiieil BHSBICHHS KiOep3assiKyBaHHS.
Le#t matacer OyB CTBOpEHW A aHaNi3y OOpa3lMBOrO KOHTEHTY B COMLIaIbHUX
Mepekax, JO3BOJIAIOUM MPOBOMUTH KIACH(IKAILiI0 TEKCTIB HAa OCHOBI TOTO, YH
MICTATh BOHH O3HAKHU KiOep3alsiKyBaHb.

Jlnst aBTOMAaTM4YHOTO BHSBICHHS KiOep3alsiKyBaHb JOCITIJHUKH CTBOPIOIOTH
Ha0oOpH JJaHUX, II0 BKIIOYAIOTh CIIOBA Ta (pasH, sKi 4aCTO BUKOPHUCTOBYIOTHCS IS
arpecii B iHTepHeri. Hanpukman, maracet Bim mocmiaHukiB [13] micTuTh He nuiie
arpecHBHi TEKCTH, aje W BKIIOYAa€ YOTHUPH AaCHeKTH KiOep3alsKyBaHb, Taki SK
MMOBTOPIOBAHICT, HAMIP 3aITOISTHHS IIKOAX Ta arPECUBHICTb.

«Hatebase» [14] — wue muardopma, sika crerianmisyerbcss Ha 300pi Ta
CcUCTeMaTH3allii TepMiHiB, MOB'SI3aHUX 3 MOBOIO HEHAaBHCTi. BoHa Oyna cTBopeHa uist
6OpOTHOM 3 TUCKPUMIHAIIEI0, HEHABUCTIO Ta HACUIILCTBOM, 0 BUPAXKAIOTHCS depe3
MOBY, B KOHTEKCTI SK OHJIaiiH, Tak i odumaitn. [lnarpopma MicTUTh BenmuKHid 0OcsAT
JaHHUX, BKIHOYAKO4YH TepMiHH, (bpa31/1 Ta CJEHI, 10 MOXYTb BUKOPHUCTOBYBATUCSA 1A
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JUCKPUMIHANIHNX BHCIIOBITIOBAHb IPOTH PI3HHUX TPYII JIFOAEH, BKIIOYAI04YH PacoBi,
eTHIYHI, pemiriini Ta iHmi MeHmuHH. [Inardopma miaTpuMye 6araToMOBHICTB, IO
JI03BOJIIE€ KOPHCTYBauyaM aHaJli3yBaTH HEHABUCTb y PI3HUX KyJIBTYPHHX KOHTEKCTaX.
«Hatebase» Hagae MOXKIHBICTH CHCTEMaTH3yBaTH [aHi 3a PI3HHUMH KaTeropisiMu
HCHABHCTi, TaKMMM $SK pacoBa YM CEKCyalbHa, LIO MOJITIIY€E JOCIiKCHHS.
IHcTpyMeHTH aHamiTuk Ha 1iathopMi JOMOMArarTh pO3yMiTh, Oe 1 SK
BUKOPHCTOBYIOTHCSI HCHABICHHIIbKI BHCIIOBIIOBAHHS, 1[0 MOKE OyTH KOPHCHHM IS
po3podku crpareriii mporuaii M sBumaM. Jani mrardopmu «Hatebasey Oyme
BUKOPHCTaHUH y SIKOCTI JAQHMX MJII YWCIIOBOI OIIIHKM pIBHS KiGep3assiKyBaHb Y
TEKCTOBOMY KOHTEHTI.
CkJ1az1oBi JaHi A7 IPOIIOHOBAaHOTO METOY HAaBECHO Ha PUCYHKY 4.

KomnoxeHmu 8aHux Memody

JIns DI HIOBAHHA YACTOTH MOABH ! /Jlna RNN-aHanisy kifepaanakysaHe
BHPAZIB, N0 MICTATH MOBY BODOXKHedi - , s 4
P y BOP Cyberbullying Data for Multi-Labe!
Classification

[ B, Cyberbullying Tweets
e G e e
p33 Cyberbullying Dataset

Pucynok 4. Ckraoosi Habopy Oanux memooy iHmenekmyaibHo20 8UAELEHHS
KiDep3anaKysams y meKcmoeomy KOHmeHmi

Bumeonucannii Hablp maHux Oyae BHKOPHCTAHO 3 METOIO peaii3amii MeToxy
IHTENIeKTyaJJbHOTO BHUSBICHHS KiOep3alsiKyBaHb Y TEKCTOBOMY KOHTEHTI, IO Oyxie
CIPOMOYKHHI BH3HAYaTH 3a YBEICHOKIO TEKCTOBOIO iH(OpMali€ro piBeHb HAsBHOCTI
Kibep3aJsiKyBaHb.

6. ®@opmyBanHs HaBuyeHoi Mmomemi RNN jaaa  BHSBIEHHS
ki0ep3a/IsiIKyBaHb y TEKCTOBOMY KOHTEHTI

OCKIJIbKM OFHUMH 3 BXiJHHX NaHHX METOAY BUSBIECHHS KiOep3alsiKyBaHb y
TEKCTOBOMY KOHTEHTI € HaBYe€Ha MOJelb, BUHHKae MoTpeda 11 orpumanHsA. Cxema
BUSIBIICHHS KiOep3aIsKyBaHHS Y TEKCTOBOMY KOHTEHTI HEHPOMEPEKEBOIO MOJIEILIIO
MOKa3aHa Ha PUCYHKY 5.

Cxema ITIOCTpY€E MpoIeC BUSIBICHHS KiOep3aisIKyBaHHSI B TEKCTOBHX JIQHUX 3a
noromororo  RNN. TIlpomec mounHaeThcs 3 BHU3HAYEHHS BXIAHHX [aHUX, SKi
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CKJIAJIAfOTHCSI 3 BEKTOPU3aTOpa, HABUCHOT MOJICII, IO CIICIiali3y€eThCsl Ha BUSBICHHI
Kibep3asKyBaHHS, Ta TEKCTOBOTO 3pa3Ka, IO i UIATae aHaTi3Y.

Bxioni dani:
- gexmopusamop;
- MODeTb MAWUHHOZ0 HASYAHHA, WO HASHENA KIDEP3ATARVEAHHAM,
- mexcmosull Ipasor 1A GUASTEHNA RIDEPIATAKYEAHE.

Buganenns crom-cHMB 071iB ‘

Kpox 1. Ilonepenns 06podra
TEKCTOEOI0 3pasKy A aHAXi3y

| IlepeTBODEHHA B UHCIORY HOC..'Ii.‘.'lOBHiCTb

Buganenns cron-cms ‘

OGpaxyHOK 3HA4EHAA OLIHKE 06 . 5

. aXOBAHA OLIHKA KIDEP3alAKyBaHHA B
L5 kiGepsalaxyBamms y TekcToBoMy [ P 1 cpIATARY

' TEKCTOBOMY 3PasKy
3pasKy
Kpor 3. Onpanwopanns 0TpEMAHAEX DopMYBaHHS BHCHOBKIE B 3ATSHKHOCTL BLT
—>»|  [JaHHX OPOTHO3Y Ta OPDMYBaHAS [ OTPHMAHOIO PE3YMBTATY NPOTHO3Y
BHCHOBKIB HelpoMeDexki

Buxioni oani:
- Bucnosox cmocasra kasgnocmi xibep3a1akyeanb & MEXCMOEOMY 3pasKy Ma OWMPUMAHa OYiHKaG

Pucynok 5. Cxema susenents Kibep3aniky8anHs y meKCmogomy KOHmMeHmi
HelipoMepedrHcesor0 MO0

IMepmM KPOKOM I[bOTO MPOLECY € HOmepeaHs 00poOka TEKCTOBOTO 3pasKa Uit
aHamizy. Kpok € BaXkIMBHM, OCKITBKM 3a0e3ledye YHCTOTY Ta IIpaBHIIbHE
(dopmaryBaHHs BXiJHUX JaHHX, IO POOUTH IX NPHIATHUMH I TOAAIBIIOrO
aHamizy. Y Tpoleci momepeaHboi OOpOOKH BUIANSIOTHCS CTOM-CHMBOIH, SKI €
HETOTPIOHUMHU CHMBOJIaMH, 1110 HE J0JAI0Th 3HAYSHHS TEKCTY, 8 TAKOXK BUAAJISIOTHCS
CTOI-CJIOBA, SIKi € YacTO BKHUBaHMMH CJIOBAaMH, II0 MOXYTh HE HECTH CYTTEBOI
iHpOpMarii, HAPHUKIAT, «i», «Te» Uh «€». I1icas mbOro TEeKCT MEePETBOPIOETHCS Ha
YHCIIOBE TMPEACTABICHHS, IO HEOOXIAHO i POOOTH aNrOpUTMIB MAIIHMHHOTO
HaByaHHs. Takoro poxy MEepeTBOPEHHS J03BOJISE MPEACTABUTH TEKCTOBHI 3MICT Y
¢dopmari, SKW KiIbKICHO omHCye iHGOpPMAIil0o Ta POOWUTH i MiATATAIOY0I0
CTaTHCTUYHOMY aHamizy. Ha HacTymHOMy KpoLli MOJENb OLIHIOE 3HAYEHHS
iHIMKATOPiB Kibep3aisiKyBaHHSI B TEKCTOBOMY 3pasky. Lle mepembauae mopiBHSHHS
00pOOICHOTr0 TEKCTY 3 MOIEPEHBO BU3HAYCHUMH METPUKAMH, SIKi XapaKTepU3YIOTh
BHUINAJKU KiOep3aisiKkyBaHHs. BUXiqHi TaHUMH MOEINi € OLiHKa Kibep3aysiKyBaHHS B
TEKCTi, KU BioOpakae IMOBIpHICTH 200 MPUCYTHICT MIKiUTMBOTO KOHTEHTY.
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OcraHHIll KPOK 30CepemKyeThesi Ha 00poOIi OTpUMAaHHMX JaHUX IPOTHO3Y Ta
(dopMmyBaHHI BUCHOBKIB. Ha OCHOBI pe3ynbTariB aHallizy MOfieslb TeHepy€e BUCHOBKH,
sKi BigoOpakaroTh HWMOBIpPHICTh HPHUCYTHOCTI KiOep3alsiKyBaHHS B TEKCTOBOMY
3pa3ky. Lleii mporHo3 CiIyKHUTb OCHOBOIO [UIi TIOJANBIIOI IHTEepHperamii Ta
MPUNAHATTS PillleHb CTOCOBHO aHATi30BAaHOTO KOHTEHTY.

B pesynabrari BChOro nporo mporecy (opMyeTbes BH3HAUYEHHS HAsSBHOCTL
Kibep3aJsiKyBaHHS B aHAJII30BAaHOMY TEKCTI, a TAKO)K ONTHUMAJIbHA OIiHKa, III0 BKAa3ye
Ha CTYIIiHb a00 IHTEHCHBHICTh BUSBICHOTO KiOep3aIsiKyBaHHS.

TpenyBanHs HeijpoMepexkeBoi Mopesli  BiZOyBaeThCI 3a  aITOPHUTMOM,
300pakeHUM Ha PHCYHKY 0.

Bxigui Jani: poaMideHHd JaTaceT [TA HABYAHHA Ta
TECTYBAHHA HeHpoMepexi

1 = s Iloain jaTaceTy HAa HABYAARHY Ta TECTOBY BHOIPKH
2 — Iig6ip apxiTerTypH HelpoMepexi
1 \
3 L ‘I Hasuanna Hed pomepesi
4 Ouinka edexTHBHOCTI podoTH HeRpOMepes ki 33

| | mMeTpHKaMH accuracy. recall, f1, MATPHUA CILTYTYBaHb

» ! -'-'-'-i JhepeseHHn BAMAHOI MOJEN] HaBY eHOT
| Hefpomepexl

Buxiaui jaHi: HaE4eHa MOJe/Ib 404 [AeHTH KAl
Kilep3anaxyBant TEKCTOBOTD KOHTEHTY

Pucynok 6. Emanu gpopmysanus naguenoi mooeni ananizy monanviocmi RNN ons
BUABTIEHHS 00PA3IUB020 MOGLEHHS

BinnosigHo, BXiTHUMH JaHUMU JUTSA TI00PY MOJEI € pO3MIYCHHUH JaTacerT, 110
BUKOPHCTOBYETHCS Ui HaBYaHHS HEHpOMEpexi Ta OIHKH HOTo e(eKTUBHOCTI.
PiBenrs mpucyTHOCTI Kibep3ansKyBaHb y TEKCTOBOMY KOHTEHTI Oyle BH3HAUaTHCH 3
4rciaoBoro mpomikky Bim O mo 1, me 0 — BiICYTHICTH KiOep3amsikyBaHb, 1 —
MIPUCYTHICTH KiOep3asIKyBaHb.

[TepuiMm eramoM € TOAIN JaraceTy Ha HaBYajbHY Ta TeCTOBY BHOipkH. Byino
NPUHHSTO PillIeHHsI NOXUTUTH AataceT y nponopuii 60 Ha 40, ne 60 % e HaB4aIbHA
BuOipka, a 40 % — TtecroBa. HacrymHum eranoMm OyB mindip apxiTtekrypu
HelipoMepexi. Byno mpuitHATO pillleHHsS BUKOPUCTOBYBAaTH TPHUILAPOBY apXiTEKTypy
3 Embedding Layer, LSTM Layer Ta Dense Layer i3 curmoigHoro ¢yHKIi€o
akruBauii. HacTtynmHuMm eramom Oyi0 HaBYaHHS HEHpOMeEpeXi 3 BHIECOMHCAHOIO
apxiTekTyporo. Ertanm HaBYaHHS NPOBOJAMBCSA CIUIBHO 3 €TaloM IIOAANBIIOTO
OIIIHIOBAaHHSI MOJIEJII Ha OCHOBI TaKWX METpHK, sK: accuracy, recall, f1 Ta marpumi
crrytyBaHHS [15]. Accuracy BH3HAYaeThCsl SIK BIJAHOIIGHHS KUIBKOCTI NPaBHIBHO
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KIacu(ikoBaHMX NPHUKIAAIB MO 3arajbHOl KuTbKOCTI mpukmaxiB [16]. Recall
BU3HAYAETHCSA K BIHOMICHHS KUIBKOCTI MPAaBWIIBHO KIACU(IKOBAHUX MO3HTHBHUX
MPUKJIAIB 0 3arajbHOIl KUTBKOCTI MO3UTUBHUX MpUKIaniB. F1-score oGuucIoeThCs
SIK TApMOHIYHE CepeIHE MK TOUHICTIO 1 MOBHOTOMO [17].

Ha pucynkax 7-10 HaBemeHO  UMIOCTpallil0  CIUIyTyBaHb  3pa3KiB
HEHpOMEpPE)KEBUMU MOJCTSIMU. 3eJIeHUH KOoMip — ICTMHO TO3UTHBHI, YePBOHHUH —
ICTUHO HETaTHBHI, YKOBTHH — XHOHO IMO3UTHBHI 1 CHHIN — XMOHO HETaTHBHI.

Taoauns 1
[Mapamerpu HaBuanus RNN Ta pesynbratn
ITapamerpu Mopeni
HaBYAHHS V1 V2 V3 V4 V5 V6 V7
Kinoxicmes 20 20 20 20 10 10 10
enox
HAGUAHHA
Batch size 128 64 32 16 64 32 16
PesyabTaTn
Yac nasuanns 257 343 503 921 183 255 442
(sec)
Accuracy 0.951 0.951 0.957 0.949 0.96 0.956 0.947
Recall 0.963 0.968 0.948 0.936 0.959 0.943 0.978
Fu 0.959 0.961 0.956 0.95 0.957 0.956 0.960
True positive 0.96 0.97 0.95 0.94 0.96 0.94 0.98
True negative 0.96 0.96 0.97 0.97 0.97 0.98 0.95
False positive 0.036 0.037 0.028 0.026 0.035 0.02 0.047
False negative | 0.037 0.032 0.05 0.06 0.04 0.06 0.022
| Data ciassification
’ i :' .o. o.u -.l.'“a . e "a LR
. T o ®a% e ldiwmgds 't S0 Vgl
o LR ? = ) l= - » * -
.. ’ LA . LR LR ] . . = v L] . - .. L
06 ‘ e ‘ " | o
s i S ., .~ ' :
. e a® . .0 - LT e * " . .,
y \ l‘ . " [ -". -. ": . ‘:-:. - >
. * e = . e
: . n®® L e —
o '} . o e®
oo

1500 2000 2500
Examples

Pucynok 7. Kracugixayis mekcmogozo konmenmy mooeinio VI
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Dats classification
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Pucynox 8. Kracugixayis mexemosoeo kowmenmy mooeino V2
[2ata classification
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Pucynox 9. Knacugpixayis mexcmogoeo konmenmy mooennio V5
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Data classification
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Pucynoxk 10. Knacugixayia iozyxie mooennto V7

Jns mponecy HaBYaHHS JOCIIIKYBAIMCh TakKi BXimHI mapamerpu: Batch size,
KUTbKIiCTh enoX. KinbKicTh emox HaB4aHHS MOKa3ye, CKUIBKU pa3iB MOJEb MiAJATae
HaBYaHHIO. Batch size Tmoka3ye KiNBKICTP HAaBYAJIbHUX TMPHUKIAAIB, IO
BUKOPHCTOBYIOTBCSI B MeXkax OJHi€l iTepanii HaB4aHHsS HerpoMepexi. [lyke Bakko
BiZipa3y BHU3HAYUTH, KU inea’dbHUH po3Mip mapTii a1 moTped KOHKpeTHOI 3amadi
[18], Tomy nammii mapamerp Oyme WiZiOpaHO EKCIEPUMEHTAIBHUM IUISIXOM.
CraTucTHKa METPUK 32 MPOBEICHNM HaBYaHHSM HaBeleHa y Tabmui 1.

Sk BUIHO 3 prcyHKiB 7-10, B IiJTOMY, BCi MOJIEINi CHPABISIOTHCS i3 TIOCTaBICHOIO
3aa4ero, aje 3BaKAIOUM Ha METy JOCIHiKCHHS, Oylno TNpHHAHATO pIOICHHS Yy
MOJIAJIbIIIOMY BUKOPHUCTOBYBAaTH MOZEb V5, sika Ma€ HalBUILMI MOKAa3HUK Accuracy.
Xoua i Mozenp V7 Mae mocuTh BUCOKI mokasHuku Recall ta F1, mpote Buxomsuu 3
METH, OLTBII BAXKJIMBUM € O1JIBbII TOYHA iMeHTH(IKAIliS caMe TTO3UTUBHHX 3Pa3KiB.

7. locainskeHHs1 e()eKTUBHOCTI MPONIOHOBAHOI0 METOLY

Jns  mocmimkeHHsT e(EKTHBHOCTI METONy BHSBICHHS KiOep3aysKyBaHb 3a
JIOTIOMOTOI0 PEKYPEHTHOI HEHPOHHOI Mepexi Oy/I0 CTBOPEHO BiJMOBIAHY MPOrpaMHy
peamizamito. st po3poOku Oyiao BHKOpHCTaHO 3acobu MmoBu Python, s
iHTepdeiicy xopuctyBaua Oys0 BHKOpHcTaHo OibGmioTeky «wx» [19]. [ns HaBuaHHS
Ta TIOAANBIIOT0 BUKOPUCTAHHS HEHMPOHHOI Mepexi BHKOPHCTOByBaslach 0i0iioTeka
«Sklearn» [20]. Tpuknarn ixeHTHdIKAL] KOHTEHTY MPOLTIOCTPOBAHO HAa PHCYHKY 11.
st Toro, mo6 mpoaHani3yBaTH TEKCTOBHI KOHTEHT Ha HAsSBHICTH KiOep3aJsiKyBaHb
HEeOoOXiTHO Y BepXHiil YacTHHI BikKHA PO3TAIIOBaHE TEKCTOBE TOJIE 3 MiamucoM «TekcT
Ul aHaji3y» BBeCTH ab0 BCTAaBHTH BMICT, SIKMH MOTPIOHO OI[HUTH Ha HasBHICTh
03HaK Kibep3asKyBaHHS.
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nations football

m trans people

Recognition ]
Load file
Metrics

Predict class: Cyberbullying
Predicted probability: 0.8670

Select Modek:
Modei 1

Select Model i

Train Model

Pucynok 11. Ilpuxnad ioenmughixayii KoHmenmy AK «KOHMeHm 3
Kibep3anaKy6aHHAM»

[Ticns BBegeHHS TEKCTy Tpeba HaTHCHYTH KHONKY «Po3Ii3HaBaHHS», M0 aKTUBYE
aJTOPUTM BUSBIICHHS I 0OpOOKM BBEAEHOTO TEKCTy. [Iporpama OIHHUTH TEKCT i
HAJacTh MPOTHO3 MIONO HAsSBHOCTI KiOep3aJiiKyBaHHS, a TAaKOK HMOBIPHICTB, IO
BKa3zye Ha CTYNiHb INPHCYTHOCTI KiOep3ansKyBaHHS Yy BXiJJHOMY TEKCTOBOMY
KOHTEHTI. SIKIII0 MOTPiOHO HAaBYMTH MOJIETb Ha OCHOBI HOBUX JJAHUX, CJIi/l HATUCHYTH
KHONIKY «HaBumTH Monenb», 10 BiIKpHUE HOBE BIKHO, SIKE HAJACTh MOXKIJIUBICTH
HaJIalITyBaTH MapaMeTpy Heifpomepeki. DyHKIis BUOOPY Mozt Jae 3Mory obpatu
KOHKPETHY MOJENb U aHaNi3y, IO MOKe OyTH KOPHCHHUM y DI3HHX CIIEHapisix
BUKOPHUCTaHHS mporpaMu. Ilicias BUKOHAaHHS BCiX HEOOXiTHHX i pe3ymbraru
3'IBIATBECS B HWDKHIM YacTHHI iHTepdelcy, Ae BimoOpas3sThcs KiIac MPOTHO3Y Ta
BiJIIIOBiTHA IMOBIPHICTb.

VY HpoimoCTpOBaHUX NPHKIAAAX Ul TECTYBaHHS TEKCTOBOTO KOHTEHTY OyiM
B3ATI [JBa TEKCTOBMX 3pa3ka, SKi CIYryioTb TPUKIAJAMH JUI1  BHSBICHHS
Kibep3anskysanb. [lepmmii 3pasok: «Original: Erm do you think the nations football
fans are dominated by veggie muslim trans people Your in for a shock Mr Lineker.
You are misreading the public mood around this quite spectacularly. U still seem to
think that the BBC and Sky somehow capture the mood they dont / Ilepexman
YKpaiHCBKOIO: EMM, 51K 6u dymaeme, ceped hymbonbHux yoonieaibHuKie 0oMiHyioms
secemapianyi-mycynvmanu-mpanceendepu? Bu 6 woyi, nane Jlinexep? Bu oocums
8pasicaloye HenpasuIbHO po3ymicme CYCniibHi HACMPOl HABKONO Ybo2o. 30aembcs,
6u gce wje oymaeme, wjo BBC i Sky sikumocs yunom 610611010ms HACMpiil, AKUM BOHU
ne mooicymoy. Lleit komeHTap OyB OXapaKTepHU30BaHUII HEWpOMepeKero sIK TOU, 110
MiCTHTh Kibep3assKyBaHHs 3 ouiHkoo 0.8670.
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Jpyruit TexcroBuit 3pasok: «Original: In today’s digital age, it’s essential to
foster a culture of respect and support online. Social media platforms can be
powerful tools for connection, allowing us to share our thoughts, celebrate our
achievements, and uplift one another. / Ilepexnan ykpaiHcekor: ¥V cyuachy enoxy
Yupposux mexnono2iti Oyice 8ax*CIUBO PO3GUSAMU KYIbIYPY NO8A2U Md NIOMPUMKU
6 Inmepnemi. Ilnamgopmu coyiarvnux media MOXCYMb OYMU  NOMYHCHUMU
IHCmpyMeHmamu OAs CHLIKY8AHHs, O00360AI0YU HAM OLIUMUC C8OIMU OYMKAMU,
8i03Hauamu Hawi 00CsicHeHHs ma niobadvoprosamu o0un 00Ho2o». Helipomepexka
KkiIacudikyBasa TEKCTOBHH 3pa30K, SK TOH, IO He Mae Kibep3alsIKyBaHHS 3
nokazHukom 0.028.

TaxuMm 4nHOM, LI JBa KOMEHTapi JEMOHCTPYIOTh Pi3Hi PiBHI KiOep3amsKyBaHHI
Ta MOBH BOPOXKHEYI, IO BaXJIUBO IS €()EeKTHBHOTO BHABJICHHS KiOep3asKyBaHb B
TEKCTOBOMY KOHTEHTI.

8. Pe3yabTaTH eKCIEPUMEHTY Ta JUCKYCis

Byno po3pobneHO Ta TpPaKTHYHO pEali30BaHO METOH IHTENEKTYaJbHOTO
BUSIBIICHHA KiOep3aliKyBaHb y TEKCTOBOMY KOHTEHTI 3a JOIOMOTOI0 PEKYpEHTHOL
HEHpPOHHOI Mepexi, Mo MICTHTh y co0i KoMOiHOBaHWH miaxim: mepexxa RNN ms
BU3HAYCHHS YUCJIOBOI OLIHKM HAsBHOCTI KiOep3alsiKyBaHb y TEKCTOBOMY KOHTEHTI
Ta MiJXIJ YUCIOBOI OIIHKK KOHIICHTpAIlil MOBH BOpOXKHEUi Ha ocHOBI «Hatebasey.
3HaYeHHS METPUK JUI1 HaBUCHMX Bepciil Heipomepex mpu 20-m emoxax i pi3HHX
po3mipax 06aTya HaBeIeHO Ha PHUCYHKY 12. 3Ha4eHHs METPHK ]ISl HABYCHUX Bepciit
Heipomepex mpu 10-u emoxax i pi3HHX po3Mipax 0arda HaBEICHO Ha PUCYHKY 13.
Sk BUIHO 3 HAaBENCHHX JiarpaM, IOKa3sHHKH HE OIMYCKAIOThCS METPHK He
OITyCKalOThes HIbKIe 94%, 0TKe HeHPOHHA Mepexa IT0Ka3ye Ha BCIX MOJEISIX BUCOKI
MMOKAa3HUKH JI0 BU3HAYEHHS MIPHUCYTHOCTI KiOep3asiKyBaHb y TEKCTOBOMY KOHTEHTI.

The plot of metric values for 20 epochs of training with different batch sizes
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Pucynoxk 12. 3nauenns mempux 015 GU3HAYEHHS KIOEP3AIAKYBAHb ) MEKCMOBOMY
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The plot of metric values for 10 epochs of training with different batch sizes
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Pucynox 13. 3nauenns mempux 015 6U3HAYEHHs KIOEP3ANAKYBAHb Y MEKCMOBOMY
xoumenmi RNN onsa 10-u enox

Y paMkax mpoBeAeHHA AOCHIKeHHS Oymo 3i0paHo 50 KoMmeHTapiB, sKi He
BXOIATh y HaBUAIBHI Ta TECTOBI JaHi 3 cowianmpHUX Mepex «Facebook» Ta
«Instagramy, siki OyJ10 OI[IHEHO eKCIIepTaMH Ha 2 KaTeropii: «3 Kibep3asiKyBaHHIM
Ta «0e3 Kibep3aysIKyBaHb». 3 HUX 32 OLIHKOIO eKCHEpTiB, 32 KOMEHTapi Majii MapKep
«0e3 kibep3askyBaHb» Ta 18 «3 Kibep3aysIKyBaHHSMY. 3 MPOBEACHOTO TECTYBaHHSI
po3pobneruM MetonoM, 30 TEKCTOBUX 3pasKiB € 3 Kibep3asikyBaHHAM, a 20 — 6e3
Kibep3aIsaKyBaHHSI.

OpHak, CHOipHI TEKCTOBI 3pa3kH, IO Oyau OXapaKTEepHU30BaHI MOMEpEenHIM
CKCIIEPTOM SIK «3 KiOep3aJIiKyBaHHAM», a pO3POOJICHHM METOAOM, SK «0e3
Kibep3anaKyBaHH» OyJI0 3alPOIIOHOBAHO OI[IHWUTH IIe 3-M EKCIIepTaM, 1 y MepioMy
BUNanky 2-¢ 3 3-x iX Tex BigHecom a0 «0e3 Kkibep3amskyBaHHS». Tekct OyB
nacrynauM: «Original: Honestly, | can't believe how clueless some people are. It's
like they just don't get it. Maybe if you actually paid attention, you'd understand why
everyone is frustrated with you. Do you even care about what others think? It seems
like you just enjoy making things difficult for everyone around you. Just saying. /
VYkpaincekuii nepexnan: Yecro, s we ModCy nogipumu, K 0esKi 100U MOXCymy 6ymu
maxkumu He30amuumu. 30aemvcs, 60HU NPOCMO He pozymitoms. Moowce, axou mu
cnpasoi 36epmas ygazy, mu 6 3p03ymis, yomy 6ci He3adosoneni mobor. Tobi e3azani
yixaeo, wjo oymaromo inwi? Cxooice, mu HPOCMO OMPUMYEUL 3A0080IEHHSL 810 MO20,
Wo ycKaaoHoew dcumms 6cim nagkono. IIpocmo xaxcy». OLiHKa JaHOTO KOMEHTaps
po3pobnenum MetopoMm ckiana 0.37, mpu moporoBomy 3HaueHHs 0.4. lle
l'lOBi}lOMJ'IeHHf[ MiCTHTb CJIEMEHTU KPUTHUKHU Ta pO34YapyBaHH:, aji€ HE MiCTl/ITl) SABHUX
o0pa3 abo 3arpo3, MOBH BOpPOXKHEYi, II0 YCKJIAJHIOE ioro kiacuikallilo sk 4iTke
Kibep3ansKyBaHHS.

IToporoBi 3HaYeHHs AJIs1 BU3HA4YCHHs KiOep3alsiKyBaHb B TEKCTOBOMY KOHTEHTI €
BOKIMBUMH Ui aHAN3y [aHWX, OCKUJIbKM BOHHM BIUIMBAIOTh Ha TOYHICTH |
YyTJIMBICTh MOJEJEil BHSBICHHSA. 3aralbHONPHHHATAM € Te, II0 ONTHMAJbHI
HOPOTOBI 3HAaUSHHSI MOXKYTb BapitoBatucs Bix 0.4 1o 0.7, 3aneXKHO BiJ KOHTEKCTY Ta
3aCTOCOBaHMX MiJXOMIB O BUSIBICHHS Kibep3asiskyBaHb. 30kpeMa, ouinka 0.4 gacto
PO3MIAAAETBCS SIK MiHIMAJIBHUK MOPIT Uil BUSIBJICHHS OOPa3IMBOrO KOHTEHTY, IO
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3Ha4YEHHS JJ03BOJIIE KIAacH(piKyBaTH KOMEHTApI, IO MICTATh IOTEHIIIHO HeOe3meuHi
BUCJIOBIIIOBAHHSA, SK TaKi, IO HOTPeOyIOTh IOAANBIIOrO aHaii3y, BOJHOYAC
BUKITIOYAIOYM JIeSKI MEHII arpecuBHI MOBiIOMIICHHs. BaxmnBo, 1mo6 moporose
3Ha4YCHHs 3a0e3nedyBajo AOCTAaTHil piBEeHb YyTIMBOCTI, IO JIO3BOJSE BHUSABIATH
YHCIICHH] BUMAJKH Kibep3assiKyBaHb, SIKi B iHIIOMY BHIAAKy MOIIH O 3aJIUIIMTHCS
HeroMiuennmu. Kpim Toro, BHKOpHcTaHHs moporoBoro 3HaueHHs 0.4 3abesmeuye
MOXKJIMBICTh IIBHIKOTO BHSBIICHHS HEOE3NEUYHHX BHCIIOBIIOBaHb, IO € KPUTHYHO
BOKJIMBUM [UIS OIEPaTHBHOTO pearyBaHHS Ha CHTYyalil kiOep3aiskyBaHb. Hiokui
MIOPOTOBI 3HAYEHHs 37aTHI BHUSABILITH 3HAYHy YacTHHY BHUIIAJKIB KiOep3aJisiKyBaHb,
110 € BKIUBUM JUTsl MoJiepallii KoHTeHTy [21].

TakoX pesysbTaTd 3 NPHUKIaJaMHd BUKOPUCTaHHS METOAY HaBe[CHI Ha PUCYHKY
14.

Original: | think you couid da
hetter if vau tried harder, | hope
ousucceed next time

Original: You're always so worthless, oy
Jor once not to be 5o helpless. Real people
can'tstand this

Translation:  led  npeerm
suzondoe givoen. Ty seoseew
nediaumuce Sanwe demmansu?

Translation: Ty saordy mowd v,
cnpedivil Xow paz KeE GmIL MoK Ceznopaduuar

Bes kibepsanakyeaHb \""Qflls_iﬁepaaﬂﬁman M

0 0405 07 08 . 4

Brfgbm]'.-.\’ofne wantsto telk o you Original: ¥ou're an idist, how can
m;j_‘j':i:""’-' avenyane. You you be so stupid and not
) understand?
Translation: Hizma ke 2e4e s modes —_—
crigweamuca.  Bo mm e Translation: Oye mu idiom 3x somen
sasarcac pix, Ainued mu saxnoms S mgus mynes | ke posyodmu?
N y . y

Pucynok 14. Pe3ynomam npuxiaouo2o 6UKOPUCHAHHS MeNOOy
Jlns mopiBHSIHHS, 11i %K KOMEeHTapi Oynu nonani s ouninku yary GPT, ne Bin naB
OLIIHKH, HAaBeIEH] Ha PUCYHKY 15.

Original: | think you couki do
better [ you trisd harder. [ hope
you sueceed net line,

Original: You're always so worthless try
for once notto be so hepless, Real peaple
can't stand this

Translation:  [ei  npoesn
ausdidag yivaso, Wi sowew
e kb Alibie dei s ?

Translation: Ti saawdu maxul wixuessud,
CopoGyi s et He Eyani ki Bengpadiio

Bes kiBep3anakysass 3 kibepsanak

0 0.4 05 07 08 L
4 Y
| Original: Na ane wants o tlk to you | Original: You're anidiot, how can
In’:‘mlu_vew.r_w.ue.?r'u:l you be so stupid and not
understand?
Translation: Hicn s xoe 1 oo _—
chiieainuc, B e Traishation: (ye mu idim, 45 4o
AR el Al 6oy sasoax. | SRR RIKLA I e o sy

k, PN

Pucynox 15. Oyinka mexcmy mosnoio mooeio ChatGPT
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ITpu upomy, ChatGPT Bu3HauKB HACTyITHE OOIPYHTYBAHHS CBOIM OL[iHKaM:

Texer 1: «I think you could do better if you tried harder. | hope you succeed next
time.» — ominka 0.2. Llefi KoMeHTap Mae MO3UTHBHHUN MiJXil, MPOTOHYIOYH
MiATPUMKY, X04a MOXe OyTH CHPUIHATHHA SK KpUTHYHUN. OIHAK Yy HBOMY BiJICYTHE
mpsiMe TNPUHIDKEHHS Yd o0pa3W, TOMy 3arajbHa OIliHKa KiOep3ajsKyBaHHS
3aJIMIIAETHCS HU3BKOIO.

Tekct 2: «You're always so worthless, try for once not to be so helpless. Real
people can't stand this.» — ouinka 0.9. Y 1b0My KOMEHTapi € sIBHC HNPHHIKCHHS 1
HETaTUBHE BHUCIIOBJIIOBAHHS IPO JIIOAWHY, IO IMiBHILYE OLIHKY KiOep3assKyBaHHS.
Crosa "worthless" Ta "helpless" € 06pa3nmuBUMH, 110 CBIIYUTE PO HEHABUCTE.

Teker 3: «No one wants to talk to you because you just annoy everyone. You
should just shut up.» — orinka 0.8. Ileif KOMEHTap TaKOK MICTUTh HEHABHCTH 1
NPUHIDKCHHS. BiH He JMIe BUCIIOBIIOE HETaTHBHI MOYYTTS, a W 3aK/IMKA€ MOBYATH,
10 MiIKPECITIOE NECTPYKTUBHUIN XapaKTep MOBiJOMIICHHSI.

Tekcr 4: «You’re an idiot, how can you be so stupid and not understand?» —
ouminka 0.95. Ileif koMeHTap MICTHTH IyXe CWIBHI 00pa3n 1 HEHABHCTb,
0e3mocepeIHbO MPUHIKYIOUH 0CO0Y, 10 € SBHUM MPUKITATIOM KiOep3aisKyBaHHS.

Ominka HasgBHOCTI Ki0Oep3aJsiKyBaHHS, OTpHMaHa IUIIXOM 3aCTOCYBaHHS
PO3pOOJICHOTO METOMY, BimOOpaXkae pe3ylnbTaTH, IO HE Cylepedyarh OIliHKaM,
OTpUMaHMM 3a JomoMororo mozmemi, Takoi sk ChatGPT. OOumsa minxomau
BUKOPHCTOBYIOTH CXOXI KpHTEpii [UI1 aHamizy KOMEHTapiB, IO CBiIYUTH IIPO
MPUHAHATHICTD OTPUMAHHUX pe3yNbTaTiB. 30KpeMa, sIK METOA, TaK 1 MOJeb
BPaXOBYIOTh KOHTEKCT, TOH BHCJIOBIIOBaHb Ta HAasBHICTb MOBM BOpoxHedi. lle
CBIIYUTH MPO Te, IO PE3yIbTaTH aHANI3y BiAMOBINAIOTH CYYaCHUM TMiIXOAaM [0
BUSIBJICHHS KiOep3aJIsiKyBaHHs, MiJABUINYIOUM X JOCTOBIpHICTb. TakuM 4YHHOM,
MOXKHa CTBEP/DKYBATH, IO 3aCTOCOBAHWI MeTOA Hajxae OO'€KTHBHI Ta KOPEKTHI
OIIIHKH, SIKi MOXYTh OyTH BUKOPHCTAHI IS MTOJANBINNX JOCIIKSHB Y il Tamysi.

9. BucHOBKH

Byno po3misHyTO CydacHWI CTaH HampsiMy BHSIBICHHS KiOep3assiKyBaHb Y
TEKCTOBOMY KOHTEHTI, I BIAMOBIMHO 1O TPOBEAEHOTO aHamizy Oynu BHIINICHI
OCHOBHI MiAXOI¥ A0 BHUPILICHHS 3aJa4i BUSABICHHS KiOep3asKyBaHb, cepel SKUX €:
aHall3 TOHAIBHOCTI, BHABJIEHHS MOBH BOpOXKHeui (MiAXig CJIOBHHKA) Ta
BUKODUCTAHHS MAalIMHHOTO HaBYaHHS. Byno NpHAHATO pIillIeHHS BHKOPHCTATH
KOMOiIHOBaHHM#I miaxin Ha 0a3i BUSIBICHHS KiOep3ajsKyBaHHS Ta BHSBICHHI MOBH
BOpOXKHeui (MiAXiJ CIOBHHKA), siKa MiJCHIIIOBaia O OLIHKY Kibep3assKyBaHHS HpH
fioro HasBHOCTI. Takok c(HOPMOBAHO BIAMOBIMHHI HaOIp JaHUX, IO CKJIATABCA 3
naracetiB  «Cyberbullying Data for Multi-Label Classification», «Cyberbullying
Tweets», «Cyberbullying Dataset» «A Comprehensive Dataset for Automated
Cyberbullying Detection» (s Hauanas RNN), a rtakox «Hatebase» (mms
inenTudikanii mMoBu HeHaBucti). Ha TBiTH Oyno HakimageHo Qinmbrparito, Oyino
BHJAJICHO TBIiTH IO CKJIAaJaliich MeHIIe HiX 3 3-X cmiB. J{ns HaBuanHs RNN Oyno
MIPUIHATO pilIeHHs IMOMUIMTH JaraceT y mpomopuii 60/40, ne 60 % 1e HaB4anbHa
BuGipka, a 40 % TtecroBa. HaBuena momenr RNN, mio Oyina B momanmbuoiomy
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BUKOpHCTaHa JUISl aHaTi3y TOHAJIBHOCTI, Mana To4yHicTb 0.96, a Recall Ta F1 mamm
nokasauka 0.959 Tta 0.957 BiamoBimHO. MeTox iHTENEKTYyal bHOTO BHSBICHHS
Kibep3alsiKyBaHb Yy TEKCTOBOMY KOHTEHTI Oyll0 NPOTECTOBAaHO Ha CTBOPCHOMY
MIPOTpaMHOMY 3a0e3Ie4eHH], Ta 3 MPOBEICHOTO NOCTIHKEHHS ITOKAa3aHO IO METOXR
Ma€ BUCOKY €(EKTUBHICTh BHSBICHHS KiOep3ajsKyBaHb y TEKCTOBOMY KOHTEHTI.
3anponoHOBaHUI METOJ JO3BOJISIE OLIHUTU PiBEHb MPUCYTHOCTI Kibep3asKyBaHb y
TEKCTOBOMY KOHTEHTI IUIsI HOTo TOJajbIIOT0 MOHITOPHHTY, IONEePEIKeHHS
IIKIUTMBOTO BIUIMBY Ta BXKHUTTS HEOOXiMHMX 3axomiB 3 OOKy MojeparopiB du
aBTOMATH30BAaHMX CHCTEM YIPABIIIHHSA KOHTEHTOM. 3TiTHO MPOBEICHUX TOCIIHKEHb,
METOJl Ma€ OIIHKY TOYHOCTI imeHTHiKkamii moHan 90 %, omHak, OIiHKAa HasBHOCTL
Kibep3aniKyBaHb MOXe OyTH CYO'€KTHBHOIO, 1 CHPUHHATTS KOHTEHTY MOXeE
pizHUTHCS Bix ocodu g0 ocobu. OpHaK, Uil MOKPAIICHHS pPEe3ylbraTy HeoOXimaHO
JIOTIOBHUTH CIIOBHHMK BHPa3iB MOBH BOpOKHedi. TakoX MPONOHOBaHHN METO] Mae
pAx oOMexeHb: MPALIOE 3 TEKCTOBUM KOHTEHTOM JTOBXHHOIO Bif 3 10 500 ciB.

IMopmansmi qocmimKeHHsT MOXYTh OyTH CIIPSIMOBAHI Ha IIPUKJIAIHE 3aCTOCYBAaHHS,
mo MoKe OyTH KOPHCHHM IHCTPYMEHTOM JUIsl OLIHKHM PIBHIO KiOep3aJsiKyBaHb y
TEKCTOBOMY KOHTEHTI, SIKMH TyONIKyeTbcs B COI[aJbHUX Mepexax, Ta Julst
3ano00iraHHs MONIMPEHHIO MIKIUTMBOT Y1 00pa3nuBoi iHdopmaii.
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METHOD FOR INTELLIGENT DETECTION OF
CYBERBULLYING IN THE TEXT CONTENT
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Abstract. Research is devoted to creation and testing of method for intelligent
detection of the cyberbullying in text content. The method is able to estimate the level
of cyberbullying based on the entered text information using a recurrent neural
network. The detection of cyberbullying involves the use of combined approach, that
combines the use of hate speech words dictionary and neural network approach to
determine the cyberbullying presence. The proposed method allows establishing the
presence of cyberbullying in the text and determining numerical assessment of the
level of cyberbullying, for further monitoring of communication process, prevention
of harmful effects and taking necessary measures by moderators or automated
content moderation by relevant content management systems.

Three-layer architecture with Embedding Layer, LSTM Layer and Dense Layer
was used. The RNN model, trained according to the developed method, was further
tested and found performance indicators: accuracy 0.96, recall 0.959 and F1 0.957.
Both the method and the model take into account the context, the tone of statements
and the presence of hate speech. This indicates that the results of the analysis
correspond to modern approaches to the detection of cyberbullying, increasing their
credibility.

The method for intelligent detection of the cyberbullying in text content was
tested on the created software, and it was established that the method has high
efficiency of detecting cyberbullying in text content. According to applied studies, the
method has an accuracy rating of over 90% for identifying cyberbullying, however,
the assessment of the presence of cyberbullying can be subjective and the perception
of content can vary from person to person. Method has limitations: it working with
texts from 3 to 500 words long.

Keywords: cyberbullying, text mining, hate speech, neural network,
classification of cyberbullying.
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Abstract. Hierarchical classifiers play a crucial role in addressing complex
classification tasks by breaking them down into smaller, more manageable sub-tasks.
This paper focuses on the technical Ukrainian texts hierarchical classification,
specifically the classification of repair works and spare parts used in automobile
maintenance and servicing. We tackle the challenges posed by multilingual data
inputs — specifically Ukrainian, Russian, and their hybrid — and the lack of standard
data cleaning models for the Ukrainian language. We developed a novel
classification algorithm, which employs TF-IDF vectorization with unigrams and
bigrams, keyword selection, and cosine similarity for classification. Also this paper
describes a method for training and evaluating a hierarchical classification model
using parameter tuning for each node in a tree structure. The training process
involves initializing weights for tokens in the class tree nodes and input strings,
followed by iterative parameter tuning to optimize classification accuracy. Initial
weights are assigned based on predefined rules, and the iterative process adjusts
these weights to achieve optimal performance. The paper also addresses the
challenge of interpreting multiple confidence scores from the classification process,
proposing a machine learning approach to calculate a unified confidence score. This
score helps assess the classification reliability, particularly for unlabeled data, by
transforming input values, generating polynomial parameters, and using logarithmic
transformations and scaling. The classifier is fine-tuned using hyperparameter
optimization techniques, and the final model provides a robust confidence score for
classification tasks, enabling the verification and classification results optimization
across large datasets. Our experimental results demonstrate significant
improvements in classification performance. Overall classification accuracy nearly
doubled after training, reaching 92.38%. This research not only advances the
theoretical framework of hierarchical classifiers but also provides practical
solutions for processing large-scale, unlabeled datasets in the automotive industry.
The developed methodology can enhance various applications, including automated
customer support systems, predictive maintenance, and decision-making processes
for stakeholders like insurance companies and service centers. Future work will
extend this approach to more complex tasks, such as extracting and classifying
information from extensive text sources like telephone call transcriptions.
Keywords: NLP, tree-based classification, machine learning, data analysis,
applied intelligent systems.
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1. Introduction and literature review

The field of tree-based data classification has gained increasing prominence due
to its capacity to efficiently manage and categorize data with inherent hierarchical
structures. This capability is essential for applications across diverse disciplines,
such as phylogenetic tree analysis in biology [1], file system organization in
computer science [2], and document categorization in information retrieval [3]. The
primary strength of tree-based classification lies in its ability to structure data
hierarchically, which facilitates efficient retrieval, analysis, and interpretation.

In tree-based classification models, each node within a tree represents a category
or class, with branches to child nodes denoting subcategories. The classification
process involves assigning data points to appropriate nodes based on their attributes,
following a set of predefined rules or models that guide their placement. While
various methodologies — such as Decision Trees [4], Random Forests [5], Gradient
Boosted Trees [6], and Hierarchical Clustering [7] — have been extensively
developed and optimized for numerical and formal categorical attributes, a
significant gap exists in their application to Natural Language Processing (NLP).

Although some progress has been made in applying tree-based classification to
NLP tasks like fake news detection [8], document clustering using summarization
[9], and classification using Discriminative-Semantic Features [10], there is still a
lack of robust frameworks for categorizing textual data into predefined hierarchical
classes, particularly for less-resourced languages and specialized technical
terminologies. Text mining remains a critical area of research due to its potential to
produce concise textual representations of complex physical or technical phenomena.
As scientific fields evolve and more sophisticated deep learning tools become
available, the need for effective big data text analysis has expanded to various
applications, such as medical diagnostics [11], where labeling algorithms can parse
large-scale textual datasets, and information extraction in noisy environments [12].

Despite the wealth of data available, NLP systems still grapple with issues
related to data incompleteness and errors [13, 14]. Inaccurate or incomplete training
data can lead to biased or erroneous model outputs, affecting the reliability of NLP
applications. Addressing these issues requires the development of more robust data
curation and cleaning processes. However, many existing approaches do not account
for the unique characteristics of specific languages, relying instead on generic
toolkits that limit their efficacy in multilingual or domain-specific contexts.

Consequently, research into NLP methods that incorporate language-specific
features has gained considerable interest. Such methods have not only improved
human-computer interactions but also broadened the applicability of NLP in various
domains. Despite recent advancements, challenges persist, particularly in processing
specialized scientific and technical texts that employ complex, domain-specific
terminologies. Developing NLP models that can accurately interpret and generate
content in these contexts demands further research, including domain-specific fine-
tuning and the construction of specialized lexicons. Furthermore, NLP models and
libraries are disproportionately developed for major languages, leaving many
languages underrepresented and limiting the accessibility of these technologies [15,
16]. The problem is further compounded in multilingual settings, where shared
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linguistic roots and overlapping vocabulary complicate accurate language processing
[17]. Developing robust multilingual NLP models remains active research area.

This study consolidates our previous research on addressing a complex Natural
Language Processing (NLP) challenge, focusing on the classification of automotive
repair parts and labor descriptions [18-20]. The data utilized for this research was
derived from a Garage Management System (GMS).. The dataset is notable for its
high variability, containing errors, technical abbreviations, and domain-specific
jargon, with entries predominantly in Ukrainian and Russian, and occasionally a
blend of the two, known as "Surzhik." Additionally, annotated data is available in the
form of a hierarchical classifier for automotive service jobs in both languages.

The primary objective is to categorize each labor entity into predefined
categories. To achieve this, we establish a comprehensive data cleansing and
preprocessing pipeline, including tokenization (see Figure 1 and [21]), to convert
raw text into a structured format suitable for classification. An essential step in this
process is vocabulary normalization, which is crucial for managing computational
resources and processing time [17]. This paper investigates tree-based classification
methodologies for textual data, exploring theoretical foundations, algorithms, and
applications, with a particular emphasis on classifying automotive service
descriptions. Such methodologies are invaluable for automating processes within the
automotive industry, ranging from quality monitoring in service centers to
centralizing vehicle issue data for stakeholders like insurance companies and
manufacturers.

Problem
Definition

Data Collection

Data
Preprocessing

Data Modelling

Model Selection |—| Model Training |— Model Evaluation |—| Model Tuning

Deployment

Figure 1. Typical data science process

The classification of automotive labor entities falls under the broader category of
unstructured data processing, a challenging area that requires a blend of natural
language processing expertise and advanced data science techniques [22]. Given the
hierarchical nature of the task directory, this problem is framed as a supervised
machine learning task, facilitating the development and evaluation of classification
models. As illustrated in Figure 1, typical data science workflows are divided into
distinct phases: Problem Definition, Data Collection, Data Preprocessing, Data
Modeling (encompassing Model Selection, Model Training, Model Evaluation, and
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Model Tuning), and Deployment. These phases will be elaborated upon in
subsequent sections of the paper.

2. Problem definition and data collection
Automotive sector issues

This work focuses on the technical Ukrainian texts hierarchical classification.
The primary issue addressed in the study is the classification of repair works and
spare parts used in the automobiles’ maintenance and servicing.

This problem’s significance cannot be overstated. Out of approximately 1.5
billion vehicles globally, only 20% have detailed, centrally collected, stored, and
analyzed repair information [23] and [24]. This data pertains primarily to new
vehicles, up to four years old, which are serviced at authorized service centers.
Automotive manufacturers utilize specialized software in the original equipment
service centers (OES), where all repairs and spare parts are accurately classified.
This allows for the collection of precise statistical data on the individual components
and assemblies reliability, their operational characteristics, warranty cases, and more
[25]. Unfortunately, once a vehicle leaves the official service network, its subsequent
repair and maintenance history becomes fragmented and often lost. Non-authorized
service centers lack a unified classifier for repairs and spare parts, let alone a single
information system. Furthermore, there are thousands of such systems worldwide,
each with different languages and data formats. In Ukraine alone, dozens of similar
programs are used. Figure 2 illustrates the automotive fleet structure and highlights
the data problem concerning repairs.

R&M data are Mobeody collects Repair & Maintenance data
collected
through OES
= 3 L &
/m \\_ fi =3 '\I /‘h Jrey A [ g \
- b - . '
MNew Cars Used Cars Old Cars Classic Cars
one owner few owners several owners many owners
2024 - 2021 2020 - 2006 2005 - 1991 1990 - 1971
OES 1AM 1AM &M
60k mi / km 180k mi / km 300k mi / km 300k+ mi / km

300 M vehicles 900 M vehicles 250 M vehicles 50 M vehicles

Figure 2. Global car park structure
Repair data is valuable not only to automotive manufacturers but also to various
other sectors. For example, insurance companies can benefit from this data to
determine repair costs and residual vehicle values. Similarly, service centers and
even car owners would find it beneficial to have information not only about the
current repair costs but also about future expenses related to repair and maintenance.
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Data collection and data structure

Our research utilized anonymous data from an online garage management
system, covering five years and 500 service stations, yielding over 1 million work
records and 1.2 million spare parts records annually. Additionally, customer calls
recorded via IP telephony and transcribed into text data contributed to a substantial
dataset with hundreds of thousands of texts and tens of millions of data rows.
Training and test sets were randomly drawn and manually labeled. The general
objective is to develop an algorithm for extracting and further classifying texts using
given tree-based classes sets. For this purpose, we have 4 types of datasets:

1. Classes — two distinct trees for works (180 entries) and parts (1,600
entries).

2. Training — the class trees, augmented with manually labeled data (6,000
entries).

3. Test—additional labeled dataset (11,000 entries).

4. Operational or Input Data — tens of millions of entries.

Let us examine these types in greater detail.

Car repair works are organized in a three-level tree structure as shown in the data
extract in Table 1.

Table 1

Repair works classes data tree extract
1D Parent ID UA EN
1000 0 JiarHocTH4Hi poboTH Diagnostic work
1100 1000 JliarHocTHKA Diagnostics
1101 1100 Pyuna miarsHocTika Manual diagnostics
1102 1100 Komm'rorepHa Computer

JiarHOCTHKA diagnostics

1200 1000 TectyBanHs Testing
2000 0 3arasnpHi poboTH General works
2100 2000 3amina Replacement

Car components are classified within a hierarchical four-level tree structure. The
classification begins with the most general component types, such as mechanical and
body parts, oils and fluids, wheels and tires. These broad categories are then divided
into their corresponding systems, including filters, power transmission, braking,
suspension, steering, engine, cooling, electric and electronic systems. Within each
system, the classification is further refined into specific components. For example,
the suspension is divided into subcategories such as damping, arms, wheel hubs,
bearings, etc. Finally, the lowest classification tier consists of specific spare parts
detailed lists, such as shock absorbers, struts, coil and leaf springs. The car parts data
tree extract is presented in Table 2. The training and test datasets comprise combined
repair works and parts lists. For example, an entry might be "Pneumatic damping
diagnostics on shock-tester”. These lists have been manually labeled specifically for
this study. Operational data consists of arbitrary text, which may include information
from garage management systems (GMS), phone calls transcriptions, messages from
messengers, etc. The objective is to determine whether the input text contains
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information related to car repairs and to correctly assign it to one of the predefined
classes for works and parts.

Table 2
Car parts classes data tree extract
ID PARENT ID UA EN
1000000 0 MexaniuHi geraini Mechanical parts
1070000 1000000 AmMopTu3auis Suspension
damping
1070100 1070000 AMOpPTH3aTOPH 1 CTIHKH Shock absorbers &
struts

1070101 1070100 AmopTusaropi migBicku Shock absorbers
1070102 1070100 Criiiku migBicku Struts
1070105 1070100 ITHeBMO-amopTH3aTOPH Pneumatic shocks
1070300 1070000 Oropu aMOPTH3aTOPIiB Strut mountings

Classification Success Criteria

A classification is deemed successful if:

1. No less than 90% of car repair works are identified and extracted from the
incoming unlabeled texts

2. Of these, no less than 90% of works and parts are correctly assigned to
their appropriate classes.

For example, the text "Pneumatic damping diagnostics on shock-tester" should
be accurately classified into class 1102 for works and 1070105 for parts

For this study purposes, we simplify the task by assuming that the input text
contains information about works and components. Therefore, only the second
criterion of successful classification is considered. The task of extracting relevant
information about repair works and automotive parts from arbitrary text will be
addressed in future studies.

In summary, this work aims to address the critical issue of technical texts
hierarchical classification, focusing on the automotive industry. By improving the
classification and analysis of repair and maintenance data, we can enhance this
information's reliability and accessibility for multiple stakeholders, ultimately
contributing to better decision-making and resource management in the automotive
sector.

3. Data preprocessing

Classical NLP preprocessing pipeline contains some preliminary (sentence
segmentation, word tokenization), frequent (stop word removal, stemming and
lemmatization, removing digits/punctuation, lowercasing) and other steps
(normalization, language detection, code mixing, transliteration) [17, 21].

In our data preprocessing pipeline, certain modifications were necessitated due to
the origin of the data. Specifically, some conventional steps such as sentence
segmentation were deemed unnecessary.

Conversely, we introduced additional procedures tailored to the dataset's
characteristics, which included language detection, specific Cyrillic characters
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approach, the disassembling of compounded words and handling of specific
shortcuts and abbreviations.

Language Identification

Language identification is accomplished through the utilization of two distinct
approaches:

1. Identification of Specific Characters: This approach involves the
recognition of language-specific characters, such as "i," "i," "e," and "r" for
Ukrainian, as well as "b1," "5," "3," and "é&" for Russian.

2. Word Counting in Dictionaries: A complementary method relies on
counting the occurrences of words found in both Ukrainian and Russian dictionaries,
as detailed in the "Lemmatization™ chapter.

Following the language identification process, all data undergo translation into
Ukrainian. This translation is facilitated by two custom correspondence dictionaries,
which are elaborated upon in the chapters titled "Translation of Tokens from Russian
to Ukrainian" and "Synonyms".

Text Lines Normalization

Text line normalization encompassed a series of standardization procedures.
These encompassed segregating numbers and punctuation symbols with spaces,
uniformly converting all characters to lowercase, substituting backslashes ("\") with
regular forward slashes ("/"), and replacing underscores ("_") with spaces.
Additionally, our specific task demanded the normalization of various types of
apostrophes into a singular format. This process also extended to the treatment of
certain Cyrillic characters, such as transforming "r" to "r" and "€" to '"e'".
Furthermore, prior to the removal of stop words and special characters, common
abbreviations featuring slashes or hyphens were substituted with their expanded
counterparts, a feature particularly relevant to the context of garage repair texts (e.g.,
"k-1" denoting "komrurext" (Kit), "n/M" signifying "aemonTax / MmonTax" (mounting /
dismounting) and "o/p" representing "oxonomkyroda piguHa" (cooling fluid) among
others). Subsequently, all special characters, with the exception of the apostrophe,
which holds linguistic significance in the Ukrainian language, and designated stop
words were eliminated from the text.

Stopwords

Our compilation of stopwords comprised a comprehensive set, encompassing
both Ukrainian and Russian languages. Notably, certain stopwords present in the
general set were excluded, given their relevance to our classification task. For
instance, "TO," an abbreviation for "rexmiuHe oOGcmyroByBanHsa" (technical
maintenance), and "HiX," which could be interpreted as a noun (knife) and is
pertinent to our directory, were retained. Conversely, additional stopwords were
introduced that did not significantly contribute to the subsequent classification
process. These included brand names of cars or parts, terms such as "auto,"
"automobile," "automotive," "service," and other highly generic words devoid of
distinctive characteristics relevant to individual entities.

Translation Of Tokens From Russian To Ukrainian

Since we possess detailed classifiers containing Ukrainian and Russian versions
of names, and since most names share an identical number and order of words in
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both versions, we were able to automatically construct a correspondence dictionary
between Russian and Ukrainian words.

For each name in the dictionary, we iteratively compare Ukrainian and Russian
name versions.

1. Split both versions into token lists.

2. If the lengths of the token lists are equal, iterate through the tokens and
increment a "counter” by 1 for each corresponding Ukrainian-Russian token pair. If
the number of tokens in the names is not the same, add the missing tokens to the
"omitted" category, which is then manually checked. We also skip tokens that are
identical in both versions.

3. We obtain correspondence dictionaries where each Russian token
corresponds to Ukrainian tokens that were found in the same position in the
sentence, along with the number of such occurrences. We select the translation
option that occurred most frequently as the most likely correct one. Consequently,
we have a dictionary where each Russian token can be matched to its Ukrainian
equivalent.

4. Additional steps included manual verification of token translations that
differed significantly according to the Jaro-Winkler metric [26], as well as the
addition of translations for omitted names with differing token counts.

Tokenization of ""Concatenated' Tokens (with Missing Spaces)

The algorithm takes as input a unique set of tokens derived from the data we
intend to classify subsequently. It searches for concatenated tokens within this set.
For each input token:

1. Check whether it starts or ends with a token known to us.

2. Ifso, separate it and add it to the "parts" list.

3. Repeat steps 1-2 until we traverse the sorted list of known tokens.

4. Anything that remains unprocessed is added to the list of parts. Remove all
parts that are absent from the set of known tokens.

5. If, after this process, more than one part is obtained, identify it as a
concatenated token. Add both the original concatenated token and its decomposition
to a "dictionary" of token decompositions, which is used later to replace such tokens
in input strings.

This token concatenation search is relatively basic in nature, as it can only break
tokens that start or end with reference tokens without typographical errors. In the
worst-case scenario, a token may not only be concatenated but also contain errors
within its constituent parts, in which case the algorithm will fail to identify it.
However, concatenated tokens themselves are relatively infrequent, and
concatenated tokens with errors are even rarer. Developing a more complex
algorithm to address such cases would entail significant computational costs.
Therefore, we have chosen to implement this straightforward approach.

Spelling Correction

Spelling errors are identified within tokens that do not exist in reference
dictionaries; otherwise, they are considered correct and skipped. Essentially, this
process entails the search for the most similar words among those present in the
token sets from reference dictionaries, including all their inflected forms found in
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Ukrainian and Russian noun and adjective dictionaries. For input, we receive a
unique set of tokens from the data that we plan to classify subsequently.
Typographical errors are sought within this set. The error detection occurs in two
stages.

1. In the first stage, search for the nearest match for tokens that differ by no
more than 2 characters from existing tokens. The match is found using the Jaro-
Winkler [27] similarity function and is accepted if the similarity value exceeds a
predefined threshold. The Jaro-Winkler metric assigns greater weight to token
"prefixes"” (letters at the beginning of the token).

2. In the second stage, the match is also sought using the same function but
without a limit on the maximum of 2 character differences, hence, the threshold
value is higher compared to the first stage. Therefore, in the first stage, we tolerate
lower "similarity," as long as the token differs from existing ones by no more than 2
characters, while in the second stage, greater dissimilarity is allowed, but the
similarity value requirement is higher.

In essence, during the first stage, the distance function allows for smaller
"similarity," but tokens must differ from existing ones by no more than 2 characters.
In the second stage, greater differences (more than 2 characters) are allowed, but the
similarity requirement is stricter.

Motivation For Choosing The Jaro-Winkler Metric

The Jaro-Winkler Measure is a measure of similarity / distance between two text
sequences. It uses the prefix scaling factor p, which provides a higher score to
sequences that match at the beginning up to a specified prefix length I. The higher
the Jaro-Winkler similarity measure, the more similar the two text sequences are.
The score is normalized such that 0 indicates no similarity, and 1 indicates a perfect
match. Similarity and distance are inversely related, and their correspondence is
established by the formula distance = 1 - similarity. The Jaro-Winkler Measure is a
modification of the Jaro measure.

The Jaro similarity sim; of two text strings 5, and s is determined by the
formula (1):

0 ifm=0

=y 22
where: |s,-| — length of string =;

m — number of matching characters

t — number of transpositions.

Two characters from =; and 5. are considered a match if they are identical and
located no more than p positions apart. If no matches are found, the algorithm stops
and returns a similarity score of 0. If matches are found, the number of transpositions
is then calculated. A transposition occurs when a corresponding (matching) character
is not in its correct position, and the number of corresponding characters not in their
correct position, divided by 2, yields the number of transpositions.

The Jaro-Winkler similarity sim;,, of two text strings 5; and - is determined

by the formula (2):
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simyp, = sim; + Ip (1 — simy), (2)
where: simy —Jaro similarity of text strings £, and =-
| — length of the common prefix at the beginning of the string, maximum of 4
characters
p — a constant scaling coefficient that adjusts the estimate in the direction of
increasing values in the presence of a common prefix: the standard value is 0.1.
By substituting formula (1) into the Jaro-Winkler similarity expression, we obtain

formula (3):

s:'mj-
0 ifm=10

= 'J.(m m m—t:l ( 'J.(m m m_tjljl" (3)
3 |s_J_|+|s_-_-|+—m + Ip J.—g |s_,_|+|s_-_-|+—m ifm=10

There are many distance metrics, among others Levenshtein Distance, Indel
(Insertion-Deletion) Distance, Hamming Distance.

Levenshtein Distance. The minimum number of single-character operations
(insertions, deletions, and substitutions) required to transform one text string into
another [28]:

— Insertion: aBTOO00O1IE — aBTOMOOIIb
—  Deletion: aBTOMMOO1JIL — aBTOMOO1Ib
—  Substituion: aBTOMOB1JIbL — aBTOMOOIIb

According to Levenshtein pair of peaykrop — peaykropHuii has a distance of 3
(3 insertions) and pair of peMkomIuleKT — peMkMoOIUIeKT has a distance of 2 (2
substitutions).

Indel (Insertion-Deletion) Distance. The minimum number of insertions and
deletions of characters required to transform one text string into another.
Substitutions are not allowed, but each substitution can be accomplished by a pair of
a deletion and an insertion, making this distance equivalent to the Levenshtein
distance with a substitution weight of 2.

Hamming Distance. The number of positions where two strings of equal length
differ. It represents the minimum number of substitutions required to transform one
string into another and can only be applied to sequences of equal length.

Jaro-Winkler Metric is more complex than simple distance algorithms based on
counting basic character operations. It provides a real value between 0 and 1, making
the distance values more informative and suitable for comparison and sorting.
Additionally, it gives more significance to prefixes, which is a useful property when
dealing with "typo searching". Spelling correction is used not for spelling errors only
but as well for words with variations in their endings, sharing a common prefix.
Giving more weight to prefixes increases the chances of correctly identifying such
"typos". Table 3 shows comparative example using the Levenshtein distance and
Jaro-Winkler metric, with short and long words. Differences in short sequences are
more significant than in long sequences.
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Therefore, the metric's value must depend not only on the number of basic
operations but also on the length of the sequences, allowing for more accurate word
comparisons.

Table 3

Levenshtein distance and Jaro-Winkler Metric Comparison
COMPARABLE STRINGS LEVENSHTEIN  JARO-WINKLER

DISTANCE METRIC

KOXYX — KOKYXA 1 0.966
CAMJIEHTBJIOK — CAMJIEHTBJIOKA 1 0.983
KOXYX - KOJIECA 4 0.577
CAWJIEHTBJIOK — CAMJIETHBJIOKIB 4 0.951

The Levenshtein metric erroneously yields equivalent distances for the latter two
comparisons, which stands in contradiction to the substantial dissimilarity in the
lengths of the respective sequences. In stark contrast, the Jaro-Winkler metric aptly
delineates the similarities among pairs 1, 2, and 4 while appropriately highlighting
the substantial dissimilarity within pair 3.

Lemmatization

Given that we are working with Ukrainian and Russian languages, which have a
vast number of word forms, and the unavailability of as sophisticated NLP libraries
as for English, we implemented lemmatization independently using electronic
dictionaries.

The construction of dictionaries mapping word forms to their lemmas is
performed by extracting data from electronic Ukrainian and Russian language
dictionaries. During extraction, dictionaries of correspondences for specific word
forms to certain lemma are created (for some word forms, multiple lemmas may
exist). An inverse dictionary, mapping lemma to word forms, is also generated.
Subsequently, for word forms with multiple corresponding lemmas, we choose a
single lemma (usually the most frequently occurring one, or in the case of equal
occurrences, the first in the list). Word forms corresponding to all other lemmas are
attributed to the chosen lemma. Although this approach may result in minor
drawbacks when one word form belongs to different parts of speech (e.g., adjectives
and nouns in our case), such situations are rare. This approach is preferred to a
scenario in which some inflections are lemmatized into one lemma while others into
a different one. After completing these steps, we establish a definitive dictionary of
correspondences between noun cases and lemmas for use in preprocessing.

Additionally, during lemmatization, another correspondence dictionary mapping
Russian lemmas to their Ukrainian counterparts is generated. To achieve this, we
traverse the Russian-Ukrainian translation dictionary, searching for lemmas from the
form-lemma dictionary described earlier for each pair of words. If lemmas are found
for both words, and they are not identical, these lemmas are added to the lemma
translation dictionary. Table 5 presents a systematic exposition of the sequential
evolution of the initial text as it undergoes the procedures of text cleansing,
preprocessing, and lemmatization.

Separation Of Common Prefixes In Compound Words
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Prefixes such as "emektpo" (electro), "mHeBMO" (pneumo), "aBTo" (auto), and
others, are separated from tokens to standardize different spellings (both combined
and separate) of such words. This also enables the linkage of names containing
suffixes of compound words written with and without such prefixes (e.g.,
"mHeBMoOHacoc" (pneumopump) — which transforms to "mHeBMO Hacoc" (pneumo
pump) - and "Hacoc" (pump) will be treated as similar tokens; otherwise, these two
tokens would have been considered entirely different).

Deciphering Abbreviations

We created a file containing common word abbreviations / acronyms and their
corresponding expansions. Abbreviations (including those with slashes and hyphens)
were manually identified from a large dataset of job names. During preprocessing,
tokens representing abbreviations are replaced with their expanded versions.

Synonyms

This is the specific aspect of the Ukrainian language — existence of “Surzhyk”
(blending of Ukrainian and Russian words) and the abundance of synonyms.

We compiled a file containing synonyms for words and word combinations.
Synonyms were identified during data processing (including during the creation of
translation dictionaries from a list of all encountered translations). Some synonyms
were also added based on logical considerations.

All synonym words are unified into a single form.

Vocabulary Size Reduction

As previously noted, the final token vocabulary size plays a pivotal role in
determining the computational time and machine learning burden incurred in
subsequent stages of the pipeline. Consequently, every step we undertake should
exhibit a significant reduction in the volume of tokens.

Table 4 illustrates the outcomes of the algorithm when applied to a dataset
comprising 10,288 initial sentences. When commencing with an initial count of
6,062 unique tokens, a sequence of preprocessing steps — including normalization,
spell-checking, token disassembly, removal of stop-words, translation,
lemmatization, and more — results in a reduction to 2,484 tokens, signifying a
remarkable 59% decrease in the original vocabulary size. It is worth noting that since
computational time exhibits exponential growth in relation to vocabulary size, this
59% reduction in vocabulary size translates to an impressive 84% reduction in both
computational time and computational load.

Table 4
Step-by-step Vocabulary Size Reduction
STEP STAGE NR. OF
TOKENS
1 Initial number of unique tokens 6 062
2 After normalization 4847
3 Before lemmatization (after normalization, spell-checking, 3991
disassembling con-catenated tokens, stop-words,
translation)
4 After lemmatization 2484
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4. Model selection

The three simplest yet most popular algorithms for text data classification are
Naive Bayes, k-Nearest Neighbors (KNN), and Logistic Regression [21]. Each of
these algorithms possesses a unique set of strengths and weaknesses, especially when
applied to Natural Language Processing (NLP) tasks.

Naive Bayes

Naive Bayes is an algorithm based on Bayes' theorem with the assumption of
independence among input features. The probability that a text with given features
belongs to specific class is calculated using the Bayes' formula [29].

The algorithm advantages include simplicity, efficiency, and the ability to
compute multiple classes simultaneously. It is straightforward to understand and
implement, performs reliably even with small training datasets (if the independence
assumption holds), and is suitable for large datasets. However, the independence
assumption often fails in real-world NLP tasks where words are contextually
dependent.

k-Nearest Neighbors (kNN)

The KNN is one of the simplest yet effective classification algorithms. Its essence
lies in calculating the distance from a given object to all others, with the object being
classified as belonging to the most frequent class among its k neighbors. This
method advantages include that it requires no training, making kNN a lazy learning
algorithm. It can handle nonlinear data and easily adapts to various types of NLP
tasks. However, kNN fully exhibits the curse of dimensionality in high-dimensional
spaces, where distances between points become less meaningful. Moreover, its speed
drastically decreases as the dataset size grows, and the algorithm performs poorly
with noisy data.

Logistic Regression

This classification algorithm is based on the logistic function [30]. The logistic
or sigmoid function, which is S-shaped, transforms the linear combination of input
parameters into a probability in the interval from 0 to 1.

Unlike classical regression, logistic regression is used not for prediction tasks
but for classification and probability estimation. In addition to calculating
probabilities that can be useful in estimating the classification results confidence,
logistic regression advantages include easy scaling to large datasets and the
possibility of regularization to avoid overfitting. On the other hand, logistic
regression operates under the assumption of a linear relationship between input
parameters, which mainly is far from true in NLP tasks. Moreover, it does not
determine the importance of features as effectively as tree-based models. In the
practical resolution of our task, the k-Nearest Neighbors (kNN) algorithm was
selected for the works classification. Regrettably, none of the implemented
algorithms demonstrated adequate accuracy in classifying parts. The highest
recorded accuracy was 81.55%, achieved by the kNN algorithm. This outcome
necessitated the development, training, and evaluation of a bespoke algorithm
tailored to the tree-like architecture of the input data.
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5. Classification

Works Classification

Considering the fact that the works directory is relatively small, with each
record consisting of 1-2 words (during preprocessing 180 initial rows / 358 initial
tokens are transformed into 166 tokens), a slightly modified k-Nearest Neighbors
(KNN) algorithm demonstrates good results. This algorithm does not have a training
phase, so it belongs to lazy algorithms. Instead of training, works directory
initialization is provided, which becomes a set of classes. Initialization includes two
steps:

1. Synonyms are added to each class name based on input data processing
(during review, markup, classification error analysis).

2. Key words are found for each name (initial and synonyms). Key words are
those with minimal document frequency (DF) values in the corpus of all class names.
In other words, these are words that occur least frequently among all others (usually
only once).

The modified algorithm consists of the following steps:

- During classification, a list of preprocessed text strings of work names
from the online GMS is input.

—  All text strings are transformed by a vectorizer into binary vectors set (1 -
token present in the string, 0 - token absent).

—  The classifier finds the distances between the input names vectors and the
nearest vectors of work class names using cosine similarity metric.

- For each of the nearest work classes, an additional check is made to see if
there is a match by keyword; if not, the option is discarded.

- Among the classes with the minimum distance, the one whose token is
closest to the beginning of the input name is selected.

Cosine similarity was chosen because it is a widely used similarity measure for
real-valued vectors, which is especially important for parts classification.
Additionally, cosine has the nice property that it is 1.0 for identical and 0.0 for
orthogonal vectors [31]. The cosine similarity [32] between vectors A and B is
calculated by the formula (4):

™ L.
Sc(4, B) = cos(f) = == — 4)

- AllllB] - lem 2 lem 2
lallal = o azfo, e

L

At the algorithm end, tokens corresponding to the selected master-work class
name are removed from the input name to leave only tokens corresponding to the
spare part name. The method returns a list of pairs ID — work name corresponding to
the input names list, as well as a list of cleaned input names for further parts
classification.

Parts Classes And Training Sets Vectorization

The parts catalog is significantly more complex than the master-works directory
and encompasses approximately 1,600 entries across all levels. Unlike in works,
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where we did not engage with a tree-like directory structure, the tree plays a crucial
role in the parts classification.

In preparation for training and classification, a class vectors tree is constructed.
The foundation for this is the parts directory, wherein each tree vertex undergoes the
following stages.

Child nodes initialization, "'full names' construction

For each node, a set of names is constructed, which includes both the parent's
and all the child names — the so-called "full name" (5):

full_name =
[node's own name] + [own name + (5)
full_name of every child node)

Classes tree vectorization

The classes tree nodes vectorization occurs through the TF-IDF method use,
widely employed in text classification. TF (Term Frequency) represents the ratio of
the number of occurrences of a chosen word to the total word count of the document,
indicating the word's importance within the document. IDF (Inverse Document
Frequency) inversely quantifies the frequency with which a word appears across a
collection of documents. Utilizing IDF diminishes the weight of commonly used
words. The TF-IDF metric [17] is calculated using the formula (6-8):

TF —IDF = TF x IDF ©)

TF (t.d) = — 1t (7)

EI."E af ¢f d I
where: fi o — raw count of a term tin document d
ErfE 2 f+' 2 — number of words in document d

N 8
IDF(t,D) = log ———., ®)

where: N — total number of documents in the corpus, N =| D |

l{d € D:t € d} — number of documents, where term t appears, i.e. TF (t, d) # 0
For each node in the class tree, a unique matrix is constructed. The matrix

rows represent the corresponding TF-1DF values of each token from the child nodes
of the given node. Herein, the text for TF calculation is the full name of the parent
node, while the corpus for IDF calculation consists of the child nodes full names set.
Tokens are considered to be unigrams, direct and inverted bigrams — as the simplest
options for the augmented dataset.

Selecting keywords and super keywords

Subsequent steps involve selecting keywords and super keywords. During the
training, these receive additional weight, significantly aiding in classification
accuracy.
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Keywords are identified based on the document frequency values of tokens in
each of the child names. Keywords are those with a DF value of 1, meaning they
occur in only one of the neighboring child classes.

If a node's name consists of only two words, it automatically becomes a super
keyword, receiving even greater weight.

Training data vectorization

At this stage, for each input training string, a matrix is created using the same
algorithm as for the class vectorizer.

The matrix rows are the corresponding TF-IDF values of the input string on the
specific class node text corpus.

The augmented dataset set is created by tokenizing not only unigrams and
bigrams but also bigram permutations. Such input string tokens bigram enrich the
feature sets, as different word orders can have the same meaning but be found in
different classes. For example, from "brake pads and discs,” bigram permutations
like "brake pads," "brake discs," "pads brake," "discs brake," "pads discs," "discs
pads" are formed.

Now, everything is prepared for initiating the training process.

Parts classification algorithm

Prior to commencing the model training, let us examine the classification
algorithm itself. If the model construction occurred in a bottom-up fashion, with each
parent node encompassing information about all its children, the classification
process unfolds in a top-down manner. Initially, an appropriate class at the tree first
level is selected, followed by selection among child nodes at the second level, and so
forth. The classification foundation rests on finding the node with the nearest vector.
The vectors compared are the weighted rows of the class node matrix and the
corresponding input string matrix row. It is reminded that the rows of the class node
matrix correspond to the weighted TF-IDF values of tokens from child nodes. Hence,
the nearest row in the matrix corresponds to a specific child node, which will
determine the next step in the classification. Similar to the works classification, the
distance between vectors is determined using cosine similarity. This metric's
capability to work with real numbers becomes particularly useful here. Moreover,
the value calculated through cosine similarity can be interpreted as the probability of
classifying the input string into that specific class, enabling a confidence score
computation. The confidence score is calculated as the ratio between the most likely
class probability, chosen as the classification result, and that of the second most
probable class. If the second class probability is 0, meaning no matches were found
in any of the child classes and they are all zeros, or a match was found only in one
class and all others are zeros, then a confidence is assigned an arbitrarily high value,
for example, 1000.

6. Model training

Our prior chapter delineated the comprehensive process of hierarchical
classification for automotive works and parts. However, constraints on space
precluded detailed discussions of the training and evaluation processes, despite their
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critical importance in the classification algorithm, which significantly enhanced the
classification accuracy.

Additionally, the confidence scores computation and optimization were not
thoroughly examined. Given that 99% of our data was unlabeled, the confidence
issue was especially pivotal in our study.

This paper addresses these omissions by providing a detailed training and
scoring processes exposition in the subsequent two chapters.

Following the tree construction and the initialization of the vectorizer and
classifier for each node, a parameter tuning method for the tree is initiated, which in
turn launches, in several threads, the parameter tuning method within each node,
acting as potential sub-classifiers of our tree.

Prior to the parameter tuning iterations commencement, several preparatory steps
are undertaken:

1. Atraining dataset is initialized, upon which each parameter values set will
be evaluated at each iteration. This set includes input data — vectorized names from
the sets comprising the full name of child nodes, as well as additional manually
annotated names (which are given greater weight), and the output data — the
corresponding child nodes and annotations classes.

2. An initial parameter values set at the node is evaluated. The evaluation
function launches a one-step training data classification on the node classifier and
checks the accuracy percentage of the resulting classes against the true class values.

The training occurs through the weights (parameters) optimization for the node's
matrix tokens in the class tree, as well as weights (parameters) for the input
(training) vector.

Initially, all class node matrix elements are assigned preliminary weights
according to the following rules:

- Super keyword — 5.0, keyword — 2.5

- Direct child tokens — 2.0 (direct descendants tokens are given more
attention than those of further descendants)

- Bigrams — 1.5,

- The first token in the name — 1.5

—  Adjectives—0.5

—  Others-1.0

The exact values for parameters during initialization are not critically important.
What matters is that they are greater than 1 or less than 1, and subsequently, the
iterative training algorithm will determine the optimal weights.

As with the matrices for class tree nodes, initial weights are determined for the
input strings matrices. However, different rules apply here:

- Bigrams — 1.5

- The first token in the name — 1.5

—  Tokens created from words in parentheses — 0.5

- Bigrams created from words on the edge of parentheses from both sides —
0.0
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Parameter tuning iterative cycle then commences. If it does not conclude within
20 iterations, it halts at the last result. At each iteration, a parameter tuning step is
performed:

1. For each parameter, its values are iterated from a possible values
predefined set (for example, for most weights >1, parameters from 1 to 10 are
iterated in steps of +0.5, and for weights < 1, parameters from 1 to O in steps of -
0.05).

2. As we are changing parameter values, for each of the training rows, a re-
initialization of the weighting parameters is pre-launched, as well as a re-
vectorization of the input names (if the value of a parameter related to input
vectorization was changed) or a re-initialization of the classifier (if parameters based
on which the classifier vectors are built were changed).

3. These values are then evaluated on the training data — through
classification and calculating Accuracy — the matches percentage between found and
real classes.

4.  The parameter and its value that achieve the maximum classification
accuracy rating are selected.

5. Acheck for value update is performed.

- If a change in parameter value led to an increase in accuracy compared to
the previous iteration, or accuracy remained the same but the parameter value
became closer to 1 — update the node parameter values and proceed to the next
iteration;

- If the parameter values iteration did not find a better value for any of the
parameters — stop the cycle.

After completing the parameter tuning method on all nodes, the tree can be
considered "trained" and used for further classification.

7. Unified confidence score for labeled and unlabeled data

Following classification, a pertinent question remains: how confident are we in
its correctness? This is particularly relevant for unlabeled data, as well as for
automated decision-making systems.

As noted, the classification result provides us with a classes set along with their
probabilities, and confidence scores for each node of the tree. The challenge arises in
how to accurately interpret multiple confidence scores. Simple dimensionality
reduction methods, such as arithmetic mean or root mean square, which might
intuitively be considered, lose crucial information from the tree structure.

In other words, is it better to have confidence closer to the tree's roots or its
leaves? Which set provides greater overall confidence, (1000, 0.1, 0.1) or (0.1, 0.1,
1000)? If we were classifying city names, moving through the tree from country to
state/region to city, then the set (1000, 0.1, 0.1) would imply high confidence in the
country but not in the specific city, whereas (0.1, 0.1, 1000) indicates that we
correctly identified Odesa, but it's unclear where exactly — in Ukraine or Texas.
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To address this issue, labeled data from the training set are used, on which
traditional machine learning is conducted based on three confidence parameters
using standard algorithms from the powerful Python library Scikit[33].

In our case, the machine learning process consisted of the following stages.

Parameters Engineering

In many machine learning algorithms, transforming input values is a necessary
condition without which the algorithm won't converge to an optimal result due to
excessively extreme input values or too significant difference between feature
magnitudes. Moreover, most machine learning models train better and faster on as
standardized data as possible.

—  Clipping is performed (values less than a set minimum become the
minimum, and those greater than a set maximum become the maximum) within a
range from min=0.000001 to max=1000, to eliminate zero values and the most
significant outliers over 1000.

—  To capture not only linear dependencies between input parameters and the
predicted value but also potential nonlinear input data behaviors, as well as to
account for interactions between different input parameters, polynomial parameters
up to degree 3 are generated. For example, from input parameters Xi, X2, Xs,
polynomial parameters X1, X12, X1%, X1Xz, X1X3, X12X2, X12X3, X1X2X3, X2, X2%, X2?X1, etc.,
are formed.

- Logarithmic transformation of polynomial parameters is conducted to
reduce the distribution positive skewness, where most values are relatively close to
0, but some highest values reach up to 109, thereby having a long "tail" to the right,
and to bring them to values closer to each other and closer to 0.

—  Values are standardized using a scaler. Typically, values are scaled relative
to the mean and variance. In our case, RobustScaler from Scikit was chosen as the
scaler, which is more resistant to outliers and uses the median and interquartile range
instead of the usual mean and variance.

Training

GradientBoostingClassifier [34] was chosen as the classifier, which conducts
classification based on boosted trees [35].

In practical applications, effectively deploying the GradientBoostingClassifier
necessitates the careful adjustment of its hyperparameters, which play a critical role
in shaping the model's accuracy and efficiency. This adjustment process typically
involves empirical optimization, where methods such as grid search or random
search are frequently employed to identify the most suitable hyperparameter settings.

The hyperparameters selected were:

- n_estimators — the simple models number (decision trees) that make up the
ensemble

- learning_rate — the value that indicates how significant the contribution of
each model in the ensemble is to the overall result

- max_depth — the maximum depth of the decision trees in the model

—  max_features — the maximum number of features considered during the
tree nodes splits

306



ADVANCES
IN INFORMATION-CONTROL SYSTEMS AND TECHNOLOGIES

- min_samples_split — the minimum number of data points in a node (node
samples) required to split a node

- subsample — the fraction of data (among all training data) taken for training
each of the simple trees

Hyperparameter tuning was performed using GridSearch, i.e., trying all possible
parameters combinations among given values sets with cross-validation.

The hyperparameters quality was assessed using BrierScoreLoss, which shows
the average squared difference between the predicted class probability (value
pred_proba of the model GradientBoostingClassifier, from 0 to 1, corresponding to
how confident the model is that the outcome to which the obtained uncertainty
scores correspond is correct) and the true accuracy (0 or 1, depending on the
correctness of the classification on training data).

Classification

The GradientBoostingClassifier from the Scikit library is a robust classification
algorithm for machine learning tasks, based on the boosting technique. Boosting is
an ensemble method that constructs a series of models sequentially, with each
subsequent model aiming to correct its predecessors’ errors.

Initially, a decision tree model is created, typically a simple one. This model is
imperfect, with accuracy slightly better than a random choice. The first step is not
crucial; the iterative process is expected to significantly enhance it.

Next, a loss function is determined to evaluate the model's effectiveness. In this
case, the function measures the discrepancy between predicted probabilities and
actual class labels, specifically the deviation loss between them.

Gradient boosting methodically enhances the model. At each new step, new
models are created to rectify the existing ensemble deficiencies:

—  The loss function gradient based on the current model predictions is
calculated. This gradient indicates the direction in which predictions should be
altered to reduce loss.

— A new decision tree is trained to forecast these gradients for each item in
the training set. This tree aims to predict the previous model errors.

- This new decision tree is added to the ensemble with a coefficient known
as the learning rate. This coefficient controls the speed at which the model learns.
The learning rate is a critically important hyperparameter in gradient boosting. It
assesses and scales each tree contribution. If it is too high, the model may overfit; if
too low, the model may require too many trees to converge to a satisfactory solution.

—  The algorithm continues to add trees until the specified number of trees
(n_estimators) is reached or until no further improvement can be made on the
training set.

Boosted trees are prone to overfitting. Therefore, several regularization
techniques are integrated into the GradientBoostingClassifier:

- Limiting the depth of trees with max_depth

— A fraction of the training data (subsample) is randomly selected to train
each tree. This randomness enhances the model robustness.
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- Learning rate reduction — the learning_rate parameter scales the
contribution of each tree, lowering the overfitting risk by diminishing the updates.

The data obtained after training allow for calculating a single confidence score
for unlabeled data. The obtained confidence scores can be sorted from top to bottom.
In doing so, homogenous names will have the same score and be located nearby,
which is convenient for verifying the classification correctness. If the result is
correct/incorrect for one name, it will be the same for all similar names. This allows
for creating new classes or optimizing the algorithm immediately for a large number
of input data. Table 5 shows the top and bottom five results of the parts
classification, confidence scores by tree levels, and the final unified confidence.
Table 5
Top and bottom five parts classification results

TESTING DATA LABEL PREDIC RES. CONFIDENCE BY
SAMPLE ED T. LEVELS

L-1 L-2 L-3 Unif.
3amiHa 30BH. PYYKH i 2011300 2011300  True 36 119 97  99.9%
[PHUBOJLY 3aMKa YH

IBepi

3HATTSI 1 yCTaHOBKA 1200500 1200500  True 66 146 73 99.8%
KOHCOJIi CKJIOOYHCHHKA

3aMeHa CIEMTHOro 1050900 1050900 True 31 670 100 99.8%
IIKBOPHS

YCTaHOBKA 2030200 2030200  True 21 1,16 100 99.8%
00irpiBajbHOTO 9

€JIEMEHTY CUJIIHHS

SHSTTS Ta 1080300 1080300  True 100 198 100 99.8%
BCTAHOBJIEHHS

MaxOBHKa IHEPLiiH.

3aMiHa 2010300 2011100  False 2 18 3 7.5%

ra30HAIOBHEHUX

aMOpTH3aT. KaroTa

PEMOHT KJIalaHa 2011300 1140400 False 6 5 15 5.5%
MIPHUBO/A MIEpeIHEH

JBEpU

PEMOHT IDK]T 1160900 1120000  False 156 1 1 5.3%
3aMeHa KilarnaHa 1031600 1140400 False 376 4 17 4.4%
MOTOPHOT'O TOPMO3a

IPOBepKa KJiaraHa 1031600 1140400 False 376 4 17 4.4%

MOTOPHOT'O TOpPMO3a

8. Results achieved and conclusions

Based on proposed approach, a function library in Python was developed. The
brief classification times — up to 125 ms for a single row and up to 56 seconds for
eleven thousand rows — permit the use of the algorithm in an online mode for wide
variety of problems. Accelerations by more than an order of magnitude are achieved
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for data comprising thousands of rows, thanks to powerful Python algorithms
optimized for working with large matrices. The library we developed is also
optimized for rapid computation of large data arrays and utilizes all built-in Python
optimization techniques. The classification accuracy varied across different datasets
from 85% to 98% for works and from 87% to 96% for parts names. As shown in
Table 6, the overall classification accuracy of the proposed algorithm nearly doubled
after training, reaching 92.38%. The classification of works related to mechanical
parts was most effective, while the classification of specialized tasks, such as
transmission repair or truck repair works, was less accurate. The partial attribution of
this variability to the incomplete directories for certain tasks points towards an
potential enhancement area through the expansion and refinement of class
directories. One of the significant ancillary benefits observed from our algorithm
implementation is the missing terms identification that necessitate inclusion in the
directories, thereby improving comprehensiveness and the classification system
accuracy. This outcome also contributes valuable insights for domain-specific
knowledge bases.

Table 5

Top and bottom five parts classification results
TESTING DATA LABEL PREDIC RES. CONFIDENCE BY
SAMPLE ED T. LEVELS

L-1 L-2 L-3 Unif.
3amiHa 30BH. PYYKH i 2011300 2011300  True 36 119 97  99.9%
HPUBOJLY 3aMKa 4K

nBepi

3HATTSI 1 yCTaHOBKA 1200500 1200500  True 66 146 73 99.8%
KOHCOJTi CKJIOOYHCHUKA

3aMeHa CIETTHOTO 1050900 1050900 True 31 670 100 99.8%
IIKBOPHS

YCTaHOBKA 2030200 2030200  True 21 1,16 100 99.8%
00irpiBagpHOTO 9

€JIEMEHTY CUJIIHHSA

3HATTS Ta 1080300 1080300  True 100 198 100 99.8%
BCTAHOBJIEHHS

MaxOBHUKa IHEPILiHH.

3aMiHa 2010300 2011100  False 2 18 3 7.5%

ra30HAIOBHEHUX
aMOpTH3aT. KaroTa

PEMOHT KJIalaHa 2011300 1140400 False 6 5 15 5.5%
MPUBO/A MepeHeH

JIBEpH

PEMOHT IDKJL 1160900 1120000 False 156 1 1 5.3%
3aMeHa KJaraHa 1031600 1140400 False 376 4 17 4.4%
MOTOPHOTO TOpPMO3a

IPOBepKa KJanaHa 1031600 1140400 False 376 4 17 4.4%

MOTOPHOI'O TOpPMO3a
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The research presented in this paper has successfully demonstrated the
application of tree-based classification methodologies to the domain of Ukrainian
technical text analysis, specifically focusing on the automotive industry.

Through the development of a Python function library, we have showcased our
proposed approach capability to efficiently classify technical texts related to
automotive repairs and parts, achieving classification times that support real-time
application scenarios. This efficiency opens the algorithm up for a wide array of
practical uses, from enhancing the call centers operational quality to the creation of
automated chatbots and digital assistants for service advisors in automotive service
stations.

In conclusion, the research underscores the profound potential of tree-based
classification in navigating the complexities of technical text analysis within the
automotive sector. By bridging the gap between structured data classification and the
nuanced realm of natural language processing, we pave the way for advanced
applications that could significantly impact various stakeholders, including insurance
companies, automobile manufacturers, and vehicle owners as shown on Figure 3.

Automotive Insurance
manufacturers companies shops

* vehicles construction * fair repairs costs * automated chat-bots
= components reliability calculations * exact repair estimates
& safety + fair residual car value = digital assistants for

* production processes * insurance costs Service manager
* warranty conditions » call centers efficiency

Figure 3. Practical implementation of automotive works and parts accurate
classification

The ability to accurately predict maintenance costs and reliability of vehicle
components from aggregated, labeled big data represents a substantial stride towards
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demystifying the vehicle ownership total cost, thereby empowering consumers and
industry players alike with valuable, actionable insights.

From the perspective of automotive manufacturers, this approach could
substantially impact vehicle design, component reliability and safety, production
processes, and warranty policies. Insurance companies may benefit from precise
repair cost calculations and accurate assessments of residual vehicle value, leading to
reduced expenses.

Automotive repair shops can enhance their services by implementing automated
chatbots and digital assistants for service managers. Additionally, car owners will be
able to determine not only the purchase price of a vehicle but also the total cost of
ownership for specific model.

Table 6
Parts names classification results
MODEL TYPE VECTORIZATION ACCURACY, ACCURACY,
TRAINING TEST DATA
DATA
custom model without weighting count vectors 0.5174
and training TF-IDF vectors — 0.6684
main model with weighted Count vectors 0.9365 0.9184
parameters after training TF-1DF vectors 0.9552 0.9238

Looking forward, we aim to extend our research to encompass more complex
tasks, such as the extraction, identification, and classification of automotive-related
works from extensive text bodies, including transcriptions of telephone calls.
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IEPAPXITYHA KIIACUDIKAILIA YKPATHCBKUX TEXHIYHUX
TEKCTIB 3A JOITIOMOTI'OIO AEPEBOBUJHUX MOHEJIEI?I:
3ACTOCYBAHHSI B ABTOMOBLIBHIN TPOMUCJIOBOCTI
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Anomauia. Lln cmammsa npuceauena iepapXiyniu Kracuixayii mexHiuHux
VKPAiHCObKUX MeKCmis, 30Kpema Kiacu@ixayii pemoHmuux pobim i 3anachux
uacmuH, AKI  BUKOPUCOBYIOMbCA — ONil  MEXHIYHO20 — 00CHY208Y8aHHS — mMa
obcnyeogysanns — asmomobinie.  Mu  eupiwyemo  npobremu, nose’szami 3
b6azamomognum 6gedernnam danux Pospobren nosuii ancopumm knacuixayii, sxuil
suxopucmosye gekmopusayito TF-IDF 3a O0onomoecoio ywicpam i 6iepam, eudip
KAIOYOBUX CNI6 [ KOCUHYCHY NOOibHicmb 014 Kaacughikayii. Onucano memoo
HABYaHHA ma OYiHKU Mooedi iepapxiunoi Kiacugpixayii 3 BUKOPUCMAHHAM
HALAWMYBAHHA NAPAMEMmpPI6 015l KOXHCHO20 8y31a 6 cmpykmypi Oepesa. Ilpoyec
HasyauHa nepeodayae iHiyianizayiro 6azoeux KoeQiyieHmie 015 MOKeHi8 y 8y31ax
Odepesa Kuaci@ i BXIOHUX PAOKAX 3 NOOANLUUM [TMEPAMUBHUM HANAUINYBAHHAM
napamempie ons  onmumizayii mounocmi  Kiacugikayii. [louamkoei eacu
NPUBHAUAIOMbCSL HA OCHOBI NONEPEOHbO BU3HAYEHUX NPAsul, i imepayiinuli npoyec
Kopueye yi éacu 018 OOCASHEHHS ONMUMAIbHOI NPOOYKMUSHOCMI. Y O00KymeHmi
MaKodic po3enadacmocsi npobiema inmepnpemayii Kitbkox oyiHoK 008ipu 3 npoyecy
Kiacugikayii, nponowyouu niOXi0 MAWUHHO20 HAGYAHHA ONd  OOYUCTEHHA
VHighikoaHoi oyinku Oosipu. Ll oyinka Oonomazae oyiHumu HaOIiHICMb
Kaacugixayii, 0coonueo 015 HeMAPKOBAHUX OAHUX, WLIAXOM NEPemEOpPeHHs 6XIOHUX
3HAUeHb, 2eHepayii NONIHOMIATLHUX NAPAMempI8 | 6UKOPUCMAHHSA 102aAPUPMIUHUX
nepemeopens i macuimadyeanns. Knacugikamop narauwmogyemocs 3a 00NOM0o2010
Memodie onmumizayii cinepnapamempis, @ OCMAMOYHA MOOeb 3abe3neyye
HAOIUHUIL NOKA3ZHUK OOCMOGIPHOCMI 05l 3A60aHb KIACUDIKAYIL, YMONICIUSTIOOYU
NnepesipKy ma OnmuMizayilo pe3yibmamis Kiacugikayii o1 enukux Habopie OaHux.
Excnepumenmanvui  pesyriomamu  0eMOHCMPYIOMb  NOKPAWEHHs  eheKmugHocmi
Kracugikayii. 3acanvha mounicmev Kiacugixayii 3pocia matiice 606iui nicis
naguanms, oocsaenysuiu 92,38%. Lle docnioscenns nadac npakmuuti pivienus Oas
00pOoOKU  BeIUKOMACUMADHUX HEMAPKOBAHUX HAOOPIE OaHUx 6 aemoMOOiIbHIl
npomucnoseocmi. Pospobnena memoodonocis modice nokpawumu pisHi 000amKu,
BKIIOUAIOUY — ABMOMAMU308AHI  cucmemMu  NIOMPUMKY — KIIEHMI8,  NPOSHO3HE
00Cy208Y8anHA MA NPoYecu NPUUHAMMA pilieHb 05 3aYyiKaeleHux CMopiH, Maxkux
AK cmpaxosi komnawii ma cepsicui yewmpu. Maibymus poboma nowupums yei
nioxio Ha 6inbulL CKIAOHI 3a80aHH S, MAKI K ULYYeHHs. ma Kiacughikayis ingopmayii
3 0OWUPHUX MEKCTNOBUX OdHCepel, MAKUX K POSUUPPOSKA MenephOHHUX PO3MOS.

Knrwuoei cnosa: NLP, depegogudna xracugixayis, MawuHHe HAGYAHHS, AHALI3
O0aHuX, NPUKIAOHI THMENEKMYAIbHI CUCEMU.
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Abstract. Structural and flow approaches to the vulnerability analysis of
multilayer network systems (MLNS) from targeted attacks and non-target lesions of
various origins are considered. Local and global structural and flow characteristics
of monoflow multilayer system elements are determined to build scenarios of
targeted attacks on the structure and operation process of MLNS and evaluation
their consequences. In order to simplify the construction and improve the efficiency
of such scenarios, the concepts of structural and flow aggregate-networks of
monoflow MLNS are introduced, and the relationship between the importance
indicators of their elements and corresponding indicators of multilayer system nodes
is shown. The advantages of flow-based approach over structural ones have been
demonstrated, both in the sense of analyzing the vulnerability of real MLNS and
evaluation the consequences of negative influences of different nature.

Keywords: Complex network, network system, intersystem interactions,
multilayer network system, flow model, aggregate-network, influence, betweenness,
targeted attack, vulnerability.

1. Introduction

Many internal and external negative influences can act on any real-world natural
or man-made systems. Among such influences that can damage the system, we
primarily highlight targeted attacks and its non-target lesions. A distinctive feature of
targeted attacks is their intentionality and artificial nature (terrorist and hacker
attacks, military aggression and financial and economic sanctions, etc.). In contrast
to targeted attacks, non-target lesions can include various unintentional negative
influences of natural or artificial origin (natural and man-made disasters, the spread
of dangerous infectious diseases and so on). Such lesions can be local, group or
system-wide and aimed at damaging both the structure and operation process of
network systems (NS) and intersystem interactions. In paper [1], the typical
scenarios of consecutive attacks on the structure and operation process of NS were
considered and their connections with the development of countermeasures against
the system non-target lesions were established. The usefulness of such scenarios lies
in the fact that they, giving a picture of possible development of a certain type of
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lesion, allow creating the most effective means of protection against it [2, 3]. In
particular, the structural and flow NS models make it possible not only to build
scenarios of the spread of negative influences of various origins, but also, compared
to other system models, evaluate the level of local, group and system-wide losses
resulting from the action of such influences during and after lesion [1]. The
development of strategies for the protection of multilayer network systems, which
describe the processes of intersystem interactions, is significantly complicated not
only due to the increase of problem dimension, but also because the lesion of certain
layer-system of such formation may not occur directly, for example, through a
targeted attack on it, but consequentially as a result of attack on adjacent MLNS's
layer [4, 5]. At the same time, lesions of various adjacent layers-systems can lead to
different consequences (the influence of blocking the maritime and aviation layers of
general transport system of Ukraine during Russian aggression on the railway and
automobile layers is significantly different). Simultaneously, the quantity of local
and global characteristics of MLNS elements, which describe the structural and
functional features of not only internal, but also intersystem interactions, is
increasing, and therefore, the amount of importance indicators of elements, which
are used when building scenarios of targeted attacks on multilayer system, is
increasing too [6]. The process of evaluation the consequences of MLNS lesions is
also complicated, in particular, the negative influence of the directly damaged layers-
systems on the adjacent ones [7, 8]. All these factors must be taken into account by
the NS management systems, which are the part of man-made MLNS, for the
effective organization of their protection and overcoming the consequences of
various types of lesions. No large scale real-world complex system can protect or
simultaneously restore all elements damaged by negative influences. Therefore, the
calculation of objective importance indicators of nodes and edges of NS and MLNS
plays a decisive role during the construction of effective scenarios of targeted attacks
on them [9, 10]. Equally important is the value of these indicators for development
the effective strategies for countering the spread of non-target lesions. The purpose
of article is to determine on the basis of structural and flow models of intersystem
interactions, the importance indicators of MLNS components and formation of
effective scenarios of successive group and system-wide targeted attacks on
multilayer network systems, as well as evaluation of consequences of separate
system components lesions on different system layers and implementation of
intersystem interactions in general.

2. A structural model of multilayer network system

The structural model of intersystem interactions is described by multilayer
networks (MLNs) and displayed in the form [11]
GYv :( r'\::1Gm' Un'\:l.kzl. m=k Emk

where G, =WV.,.E,) determines the structure of mth network layer of MLN; V

and E_ are the sets of nodes and edges of network G respectively; E_, isthe
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set of connections between the nodes of VV_and V, , m#=k, m,k =1,M , and
M is the numder of MLN layers. The set \, m _ UMAY will be called the total
m=1 M

M
set of MLN nodes, N ™ — the number of elements of v

Multilayer network G M s fully described by an adjacency matrix
AV :{Akm}n'\:l,kzl’ @
in which the blocks A™" determine the structure of intralayer and blocks Akm ,

m = K , — interlayer interactions. Values aﬁ”‘ =1 if the edge connected the nodes

k

n; =0, i, j=1,N™, m,k =1, M , if such edge

don’t exists. Blocks AK™ ={ai‘;m}i’\‘j'v':l, m,k =1, M, of matrix AM are
determined for the total set of MLN nodes, i.e. the problem of coordination of node
numbers is removed in case of their independent numbering for each layer. In this
paper, we consider partially overlapped MLN [12], in which connections are

possible only between nodes with the same numbers from the total set of nodes V ™
(Figure 1).

and n;” exists, and ai‘;

Figure 1. An example of structure of partially overlapped three-layer MLN

This means that each node can be an element of several systems and perform one
function in them, but in different ways. Nodes through which interlayer interactions
are carried out will be called MLNS transition points.

Multidimensional (multiflow) networks, which describe the structure of
interactions between layers, each of which ensures the movement of specific type of
flow different from other layers, are considered the most general case of MLN [13].
An example of two-dimensional network is a general transport system that ensures
the movement of passenger and cargo flows [1]. A feature of such formations is the
impossibility of flow transition from one layer to another (transformation of
passengers into cargo and vice versa). Therefore, the characteristics of elements of
multidimensional networks are usually described by vectors of these characteristics
in each layer (degree, betweenness, closeness, eigenvector centralities and so on
[14]). Scenarios of successive targeted attacks on the structure of such multilayer
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networks are built using precisely these vectors of importance indicators of their
elements [4, 6]. In the article [1] was proposed a method of decomposing
multidimensional MLNS into monoflow multilayer systems, all layers of which
ensure the movement of certain type of flow by different carriers or operator systems
(movement of passengers or cargos through four-layer transport networks, which
include railway, automobile, aviation and water system layers, respectively). The
centrality of elements of monoflow MLNS can be determined not only for separate
layers, but also for a multilayer network in general by constructing their aggregate-
networks [15]. In addition to reducing the dimensionality of MLNS model by at least
M times, the use of such structures makes it possible to solve a number of practically
important problems of the theory of complex networks much more effectively [16].

2.1. A structural aggregate-network of multilayer system

The local characterictic &;; of the edge (n;,n;) in MLN, where N; and N;
are the nodes from the total set of nodes V ™, which will be called its structural
aggregate-weight, is the quantity of layers in which this edge is present. Structural
aggregate-weight &;; of the MLN’s node N; is the quantity of layers of which it is

a part, I, =1, N™ . For arbitrary multilayer network, the adjacency matrix

M
E= {8”}!\"]-:1 completely determines the weighted network (Figure 2), which will

be called the structural aggregate-network of MLN. Since we are considering the
case when interlayer connections are possible only between nodes with the same

numbers of total set of MLNS nodes, the structure G;\g of this aggregate-network
can be described in the form
M
Ga“gzﬁ/M,EMz Em) @

m=1

in which the set EM will be called the total set of MLN edges.

Figure 2. Aggregate-network of reflected in fig. 1 three-layer MLN ( —for

£;=8, ___—forg;=2, ... —for g =1, iLbj=LNY)
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The elements of matrix E define integral structural characteristics of multilayer
network nodes and edges. For multiflow multidimensional networks, the aggregate-
weights of edges of weighted aggregate-network determine the quantity of
interactions of various types between the nodes of such structures. For monoflow
MLNs, the aggregate-weight of each edge reflects the number of possible carriers or
operator systems that can ensure the movement of corresponding type of flow.
Therefore, the input (output) aggregate-degree of each node of weighted aggregate-
network of monoflow MLNS is equal to the sum of input (output) degrees of this
node in all its layers.

2.2. Targeted attacks on multilayer systems

We will build a scenario of targeted attack on monoflow multilayer network,
using as importance indicator of its nodes the centrality of generalized degree d. of

node N; in the total set of nodes VM of aggregate-network, i.e.

d; :ZNM (e +eq)+ei, i=LNM
i j=1, j=i i ji i d - @)
This scenario consists of sequentially executing the following steps:

1) create the list of nodes of the set VM in order of decreasing the values of their
generalized degree centrality in aggregate-network;

2) delete the first node from created list;

3) if criterion of attack success is reached, then finish the execution of scenario,
otherwise go to point 4;

4) since the structure of aggregate-network changes as a result of removal of
node (and its connections), compile a new list of nodes of the set VM that remained,
in order of decreasing recalculated values of their generalized degree centrality, and
proceed to point 2.

The criterion of attack success in this case can be division of MLN's aggregate-
network into unconnected components, increase the average length of shortest path,
etc. [9]. Likewise, similar scenarios can be developed for other types of structural
centralities of aggregate-network nodes, including without recalculating the values of
these centralities [17]. The last type scenarios are usually used when the system is
unable to redistribute the functions of lesioned elements between those that remained
undamaged. The main disadvantage of structural importance indicators of network
system nodes is their ambiguity, because even D. Krackhardt, using example of
fairly simple network, showed [18] that its node, which is important according to the
value of one type centrality, may be unimportant according to the value of another
type centrality. The most objective importance indicator of a node in MS's structure
is its betweenness centrality [17], which is equal to the ratio of quantity of shortest
paths passing through this node to the quantity of all shortest paths in the network
[19]. However, the calculation of this indicator for networks that have billions of
elements, is a rather difficult computational problem.
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2.3. Evaluation of the lesion consequences

In paper [1], it was shown that the structural model of MLNS makes it possible
to determine the integral and partially local losses of multilayer network during and
after targeted attack or its non-target lesion. The criterion of attack success can be
not only the quantity of directly damged (dd), but also quantity of consequentially
injured (ci) by this attack MLN elements. The aggregate-network model allows us to
identify such elements of multilayer network. Let us denote by

de :{ni 0 T nik} the set of directly damaged (that is destroyed,
completely blocked), as a result of attack, nodes of aggregate-network, and through
un,) :{nillnizy.“’niml} the set of nodes of this network adjacent to niI A =ﬂ.

Then the set Q2. = U:;lu (niI ) determines the group of consequentially injured

by lesion of the set de nodes of MLN's aggregate-network. It is obvious that the

defeat of a certain group of nodes with the highest generalized degree, which is
realized by the above scenario, will lead to maximization of the set of
consequentially injured multilayer network nodes, which can serve as the main
attack goal.

3. A flow model of multilayer network system

We will use the flow model proposed in the article [1] to determine the
indicators of functional importance of monoflow MLNS's elements and build
scenarios of successive targeted attacks on operation process of multilayer systems.
This choice is explained by the fact that the majority of real-world systems are
created precisely to ensure the movement of flows through the relevant networks
(transport, financial, trade, energy, information, and so on) or the movement of flows
directly ensures their vital activity (the movement of blood, lymph, neuroimpulses in
a living organism, etc.). Stopping the movement of flows in such systems inevitably
leads to the cessation of their existence. In general, by flow we mean a certain real
positive function correlated to each edge of the network. Let us reflect the set of
flows that pass through all edges of multilayer system in the form of flow adjacency
matrix VM(t), the elements of which are determined by the volumes of flows that
passed through the edges of MLN (1) for the period [t —T, t] up to the current

moment of time t > T :
m m \Z'km (t)
v (t) :{Vijk (t)}i,\,‘jzv kM.mzlr Vijk (t) = :

max max {V, ()}
$,g=LM | p=1,NM

vemeo @

where \ijm (t) is the volume of flows that passed through the edge (nk , n;” ) of

multilayer network for the time period [t—T,t], i,j=LNY, km=1,M,
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t>T >0. It is obvious that structure of matrix VM(t) completely coincides with
the structure of matrix AM. The elements of MLNS flow adjacency matrix are
determined on the basis of empirical data about movement of flows through MLNS
edges. Currently, with the help of modern means of information extraction, such data
can be easily obtained for many natural and the vast majority of man-made systems
[20]. The matrix VM(t) similarly to AM also has a block structure, in which the
diagonal blocks \/m™™ (t) describe the volumes of intralayer flows in the mth layer,

and the off-diagonal blocks \/*m(t), m=k , describe the volumes of flows
between the mth and kth layers of MLNS, m,k =1,M , t>T >0.

3.1. Flow aggregate-network of monoflow multilayer system

Let's define the concept of a flow aggregate-network of monoflow partially
overlapped MLNS. Since we are considering the case when interlayer connections
are possible only between nodes with the same numbers in total set of MLNS nodes,
the structure of such aggregate-network can also be described in the form (2). Then
the adjacency matrix F(t) ={f,; (t)}i'fj”:l, the elements of which are calculated

according to the formulas

- - L. — - M
=20 Vi@, £ i j=IN" fo=>" v, 1=LNT
completely defines a dynamic (in the sense of dependence on time) weighted
network, which will be called the flow aggregate-network of this MLNS. The
elements of matrix F(t) determine the integral flow characteristics of the edges and
transition points of multilayer system, namely, the off-diagonal elements of this
matrix are equal to the total volumes of flows passing through the edge (n;, nj) ,

and the diagonal elements are equal to the total volumes of flows passing through the
transition point n, of MLNS during the time period [t —T,t], t>T >0, where

(n;,n;) are the edges from the total set of edges EM, and n; and n;,

i,j=1,NM
’ ! , are the nodes from the total set of nodes VM.

3.2. Local flow characteristics of multilayer network systems elements

Let's determine the most important local flow characteristics of the MLNS
elements. By local we mean a characteristic that describes the properties of element
itself or one or another aspect of its interaction with directly connected (adjacent)

elements of the system. The local flow characteristic of the edge (nik , n;“) is equal

to corresponding element of the flow model (4), i.e., the volume of flows that passed
through this edge during the time period [t—T,t],t>T. The local flow
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characteristic of edge (n;,n;) of the total set of edges EM is equal to the value of

element £ () i # j and the transition points n; — to the value of element
f,, (t) . of the flow adjacency matrix F(t), t >T . As mentioned above, during the

study of monoflow MLNS properties, the flow characteristics can be determined for
the set of interlayer interactions in general. Based on this, the parameters

SIO=0 Vim(© =, 6" =20 V@) = £, i i =1LN™,
determine the input and output flow connection strength between nodes N; and N i

of the total set of nodes VM, taking into account all ways of implementing this
connection in different Iayers of MLNS. Then parameters

in NM
g| (t) Z 1g]| (t) Z 1gjl (t) Z -1 ]|(t) gOUI(t) z 1gf|m(t) :Zj=1 fij (t)’
determine the input and output flow connection aggregate-strength of the node N, ,
i, j=1,NM, with all adjacent nodes from the total set of MLNS nodes,

respectively. Then the generalized flow aggregate-degree of node N; in the process
of intra- and intersystem interactions is determined by the formula

vi ©=a"O+ " O+X0 > Vit O = L (f0+ 0+ f0 2T,
and is a functional analogue of the concept of centrality by generalized degree d,,

=1,NM , which is calculated by formula (3).

Analogously to the above scenario of sequential targeted attack on MLNS
structure (see section 1.2) using as importance indicators of elements the generalized

structural degree di , a scenario of attack on MLNS operation process is being built
using the generalized flow aggregate-degree y (1), t=T, i=1,N™ . A

significant advantage of this scenario, compared to the structural one, is the
consideration of not only aggregate-network nodes destroyed or completely blocked
as a result of the attack, but also those whose operation process was limited as a
result of the corresponding negative influence. Thus, the flow approach makes it
possible, even at the level of using local importance indicators of the elements, to
more accurately determine both the results of targeted attack (the level of lesion of
directly attacked nodes) and the consequences of this attack for consequentially
injured adjacent nodes of MLNS. Moreover, structural and functional scenarios can
be combined. In particular, if the first several nodes in the list of the most important
in terms of generalized flow aggregate-degree have the same value of this indicator,
then they can be additionally ordered according to the decreasing values of
generalized structural degree of these nodes. However, as in the case of structural,
the functional scenarios, which use as importance indicators the local characteristics
of MLNS elements, among the consequentially injured only adjacent to directly
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damaged nodes are taken into account. This situation is quite acceptable for
assortative networks [21], in which connections between elements are generally
limited to adjacent nodes, but not for disassortative ones, the structure of which has
the majority of man-made NCs, the connections between elements of which are
usually implemented by paths.

Another advantage of the flow-based approach compared to the structural ones is
the possibility of prioritizing the recovery of damaged but not completely destroyed
system elements. The list of recovery priorities in general may not coincide with the
list of the most important MLNS nodes according to a certain centrality. In
particular, the importance of object restoration can be determined by the formula

V= a(l_ﬂafter/ﬁbefore)/anﬁx
in which ¢ is the value of selected centrality for the damaged node, , __  is the

maximum value of this centrality for all system nodes, s is the average volume
of flows in the node after damage, PBootore is the average volume of flows in the
node before the lesion. According to this formula, a more damaged node among less
important ones may require priority restoration.

3.3. Global flow characteristics of multilayer network system elements

Let's determine the most important global flow characteristics of the MLNS
elements. By global we mean the characteristics of system element which describe
one or another aspect of its interaction with all other elements or the system at a
whole [16].

3.3.1. Influence parameters of system noge

Denote by \/ou (t, nim, n'j) the total volume of flows generated in the node n"

and directed for final acceptance at MLNS node n; for the period [t —T,t],t =T .
Parameter V°‘“(t,nim, n',-) determines the real strength of influence of node ni’“ on

node n'j of multilayer system for the duration period T, i, j=1, N, m,1 =1, M .
Denote by gmiouy_gj! jl 3 the set of numbers of all nodes of the Ith

LG
MLNS layer, which are the final receivers of flows generated in the node nim ,

L™ (t) is the quantity of elements of the set R™"°"*(t), which can also change
during the period [t —T, t], t > T . Parameter

EMON0) = Y eV NN ) SOV (@), M0, ©)
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determines the strength of influence of node nim , as a flow generator, on the Ith

layer-systemingeneral, t >T , i =1, N™, m,| =1,M . In formula (5), the value

SOVM ) =D S V(D).

as the sum of all elements of matrix \/™ (t) is the global flow characteristic of
MLNS, which is equal to the total volumes of flows that passed through the
multilayer system during the period [t-T.t]t=T .
The power of influence of node ni”‘ on the Ith layer-system is determined by
means of parameter
Pt () = L ()/NY, p™tet [0,1],
and the set Rim"’oul (t) will be called the influence domain of node nim on the Ith

MLNS layer-system. Parameters &™*'(t), p™-*(t), and R™"*“(t) will be
called the output influence parameters of the node ni”‘ as generators of flows on the
Ith MLNS layer-system, j :W, m, | =1T\/|- Analogously to the output ones
are determined parameters of the strength §il'm'in(t) , power p'™"(t), and domain
Ri"m'i”(t) of input influence, which will be called the input influence parameters of
the Ith MLNS layer-system on the node I’lim , as final receiver of flows generated in
the nodes of the Ith layer. The values of input and output influence parameters of the

node nim on Ith layer make it possible to quantitatively determine how the lesion of

this node will influence on functioning of the Ith MLNS layer, namely, how many,
which elements of the Ith layer and in which measure will be consequentially

injured, i =L, N™ , m,1 =L, M, [t-T,t], t>T.
The output strength of influence of the node nim as generator of flows on

MLNS at a whole during the time period [t—T,t],t>T, is calculated
according to the formula

EPON () = D EMN®) /M, M (1) <[0,1], ©
é_m,l,out(t)
in which the value = is determined by the formula (5). Domain of output
. R_m,out(t) n_m . . X
influence "1 of the node "1 on MLNS is defined by the ratio

Rim,out(t) _ Ull\il Rim,l ,out(t) .
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Then the power pim’our(t) of output influence of the node nim on MLNS is

equal to the ratio of quantity of elements of the set R™°“'(t) to the value NM.

Similarly to output ones, the strength Zjim’in(t), domain Rim’i"(t) and power

pim’in (t) of the MLNS input influence on the node N, i =1, N M m=1M,
as the final receiver of flows, during the time period [t—T,t],t>T are

determined. Lesion of the node-generator of flows means the need to find a new
source of supply for the final receivers, and the receiver node — to search for new
markets for producers, which will lead to at least temporary difficulties in their
functioning. The influence parameters of separate node of MLNS allow us to
determine what quantitative losses this will lead to and how many elements and
which elements of intra- and intersystem interactions will spread.

3.3.2. Betweenness parameters of system node

The next type of global flow characteristics of MLNS elements are their
betweenness parameters [16], which determine the importance of a node or an edge
of multilayer network system in ensuring the movement of transit flows during intra-
and intersystem interactions. In order to shorten the presentation, we will focus on
the determination of betweenness parameters of MLNS transition points, as the most
important elements that ensure intersystem interactions in monoflow partially

overlapped multilayer systems. Denote by Vim'(t) the total volume of flows that

passed through the transition point N™ during period [t-T,t],t>T,

i=LNY ., ml=1M.
The value
@M (1) =V," (t)/s(VM (1)), @ () e [04]. Y

which determines the specific weight in the system the flows passing through the
transition point nimI during time period [t—T,t],t =T, will be called the

measure of betweenness of this transition point in the process of interaction of the Ith
and mth MLNS layers. The set Mim' of all nodes of Ith and mth MLNS layers,

which are generators and final receivers of flows transiting through the node nimI ,
will be called the betweenness domain, and the ratio 77im| of the quantity of nodes in
the set M.™ to the value NM is the betweenness power of transition point nimI :

i=LNY m,l=1M.
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The betweenness parameters of transition point nim in the process of

intersystem interactions within the entire MLNS will be determined as follows. The
measure of betweenness @ (t) of transition point ni’“ in the entire multilayer
system can be calculated using the formula

M
O =2, . PN O/(M 1), O(t) 0], ®)
in which the value dbim' (t) is calculated according to (7). The betweenness domain
of transition point ni’“ in the entire MLNS is determined by the ratio
m _ M ml
M (1) = Ulzl,lim M)
Then the power N"(t) of betweenness of transition point N in the MLNS at

a whole is equal to the ratio of quantity of elements of the set M " (t) to the value

NM. Note, that for nodes that are not transition points of MLNS, the parameters of
measure, domain and power of betweenness are determined according to the same

principles. Similarly, it is possible to determine the parameters of measure CDiT(t) ,
domain Mi'jn (t) . and power Ni’jn (t) of betweenness for the edge (n",nf) of

MLNS mth layer, i, j=1,N™, m=1,M, [t-T,t],t>T. The values of

betweenness parameters of MLNS node I’lim ,i=1N M m= 1, M, allow us

by means of quantitative measurement to determine how the lesion of this node will
affect the provision of transit flows through the multilayer system and to what extent,
how many and which elements will be consequentially injured.

3.3.3. Specific scenarios of targeted attacks
The importance of node N; of the total set of MLNS nodes as generator, final
receiver or flow transitor is calculated using formulas

§iOUt (t) — Z::lgim,out (t)/M , (9)
ary=S" Emne) M, &, EN(t) e 0,11, (10)
=3 P O/M, &, @ 0] i =LN" E-T AT, Ay

respectively. Domains of input R/™(t), output RC“(t) influence, and
betweenness M, (t) of the node N, in MLNS will determine by formulas
R =, R @ R =, R0 M0 =UL Mo
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and the powers of input p!"(t), output P

J(t) influence, and betweenness

N; (t) of the node N; on MLNS at a whole as the ratio of quantity of elements of

the sets R"(t), R(t),and M, (t),i=1N", to the value NM respectively.

Depending on the purpose of attack, the targets of lesion can be nodes-
generators, nodes — final receivers, nodes-transitors of flows or only transition points
of MLNS. For each of these types of multilayer system elements, it is possible to
build specific scenarios of targeted attacks, using as importance indicators of nodes
the parameters of influence or betweenness, determined above by formulas (5), (6),
(9), (10) or (7), (8), (11) respectively. For example, an embargo on energy carriers
means blocking generator nodes (countries that extract and supply such carriers), a
ban on the supply of high-tech products (microcircuits, modern computers or
equipment) — blocking the final receivers of flows (countries or companies that use
such products ), blocking of transit nodes (prohibition of international air flights over
the territory of Russia or crossing of the Bosphorus Strait by its military ships) —
redirection of the flow traffic by other routes. Before carrying out an attack on
generator (final receivers) or transit nodes, it is possible to identify domains of
output (input) influence or domains of betweenness, which allow us to identify nodes
that may be consequentially injured by the attack, as well as to quantify the possible
level of their losses. It makes sense to carry out such actions before imposing
sanctions against the aggressor country. Quantifying the losses of sanctioning party
compared to the damage done to attacked system allows us to determine the
feasibility of attack.

3.3.4. Aggregate-network and lesion consequences

It is obvious that the influence and betweenness parameters of MLNS nodes and
edges are related to the influence and betweenness parameters of nodes and edges of

its flow aggregate-network. Thus, the output strength of influence of node n; of the
general set VM in the aggregate-network is equal to the value &°'(t) calculated

by formula (9), the domain of output influence of this node is the projection of
domain Ri°”‘(t) onto the aggregate-network (2), and the power of output influence

is equal to the ratio of quantity of elements of this projection to the value NM. The
input strength of aggregate-network influence on a node N; is equal to the value
E/"(t), which is calculated by formula (10), the domain of input influence of this
node is the projection of domain Ri‘”(t) onto the aggregate-network (2), and the
power of the input influence is equal to the ratio of quantity of elements of this
projection to the value NM. The measure of betweenness of node N, in the
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aggregate-network is equal to the value @, (t), which is calculated by formula
(11), the domain of betweenness of this node is the projection of domain M, (t)

onto the aggregate-network (2), and the power of betweenness is equal to the ratio of
quantity of elements of this projection to the value NM.
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Figure 3. Consequences of targeted attack, obtained on the basis of analysis of
structural aggregate-network (a) and parameters of influence and betweenness of
flow aggregate-network nodes (b)

Figure 3 contains an example of lesions received by MLNS aggregate-network
as a result of targeted attack. Here the black squares bounded by continuous curve
indicate the directly damaged nodes, and dark gray squares bounded by a dashed
curve indicate the consequentially injured nodes adjacent to the directly damaged
ones obtained on the basis of structural approach, white squares indicate undamaged
nodes (Figure 3 a). In Figure 3 b, the gray rhombuses, triangles, and circles bounded
by a dotted curve indicate consequentially injured generator, final receivers, and
transitor nodes obtained on the basis of flow approach, respectively. As follows from
these figures, the domain of consequentially injured elements determined on the
basis of flow approach can be much larger and more accurate in the sense of
displaying the node type than the domain of adjacent to directly damaged nodes of
the network system determined on the basis of the structural approach.

3.3.5. Parameters of interaction and comprehensive targeted attack
scenario

Based on the input and output influence as well as betweenness parameters of the
node N, , we can determine the global indicators of interaction of this node with the

—

MLNS at a whole, namely, the parameter =, (t) of interaction strength of the node

n; with multilayer system, which is calculated according to the formula
EM)=(E"O+&"O+0;0))/3, t=T, (12)
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determines its overall role in multilayer system as generator, final receiver and flow
transitor; the domain Q; (1) of interaction of the node n; with MLNS is
determined by the formula

O, t) = RiIn (t)U Riom(t)UMi ).
and the power of interaction of the node n; with MLNS is equal to the ratio of

quantity of elements of domain €, (t), t =T , to the value NM. It is obvious that
interaction parameters of MLNS nodes are related to the interaction parameters of its
flow aggregate-network nodes. Thus, the strength of interaction of node n; of the

general set of nodes VM with the MLNS flow aggregate-network is equal to the
value =, (t), which is calculated according to formula (12), the domain of

interaction of this node is the projection of domain ), (t) onto the aggregate-

network (2), and the power of interaction is equal to the ratio of quantity of elements
of this projection to the value NM.

Let's build a scenario of consistent targeted attack on multilayer system,
choosing as an importance indicator of node the strength of its interaction with
MLNS flow aggregate-network. Such scenario, which achieves the
comprehenciveness of attack on the functionally most important system nodes, will
look like this:

1) compile a list of nodes of the set VM in order of decreasing values of their
strength of interaction with the flow aggregate-network;

2) delete the first node from the created list;

3) if the criterion of attack success is reached, then finish the execution of
scenario, otherwise go to point 4;

4) since the operation process of flow aggregate-network changes as a result of
removing a node (and its connections), compile a new list of nodes of the set VM that
remained in the order of decreasing recalculated values of their interaction strength
with flow aggregate-network and proceed to point 2.

In this case, it is advisable to choose a reduction in the volume of flows

s(vM@), t=T >0

the attack success.

, in MLNS by a certain predetermined value as the criterion for

4. Simultaneous group attacks on the multilayer network systems

It is obvious that simultaneous group attacks or non-target system lesions are
much more difficult than successive attacks on the most important MLNS elements,
both from the point of view of its protection and overcoming the consequences [22].
In this section, for the sake of brevity, we will limit ourselves to the consideration of
targeted attacks on the MLNS aggregate-network.
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4.1. Classification of targetet group attacks

We divide simultaneous group negative influences into one-time (the attack on
Pearl Harbor on December 7, 1941), repeated (the permanent bombing of London
during the Second World War) and successive (attacks on transformer stations of the
Ukrainian power system in 2022-2024). Repeated group attacks are carried out
regularly at certain time intervals on the same system objects. Consecutive group
attacks differ from repeated ones by changing the targets. A particular danger is that
successful sequential group attacks can lead to system-wide MLNS lesions, for
example, a prolonged blackout in the country. In the case of targeted attacks, this
separation is often determined by the attacker's ability to launch subsequent massive
attacks and the ability of attacked system to effectively defend and counter them. It
is clear that each of above types of attack requires the development of specific type
of scenarios for its most likely implementation. The simplest scenario of one-time
group attack is obviously implemented by attempt to simultaneously defeat a group
of the most important MLNS elements according to determined centrality. The
repeated attack scenario is realized by attempt to damage a preselected and
previously attacked, but not destroyed, group of multilayer system elements. A
sequential group attack scenario involves the consecutive execution of following
steps:

1) compile a list of groups of MLNS aggregate-network’s nodes in order of
decreasing indicators of their importance in the system, selected according to a
certain feature;

2) delete the first group from the created list;

3) if the criterion of attack success is reached, then complete the execution of
scenario, otherwise go to point 4;

4) since the system structure changes as a result of removal of certain group of
nodes (and their connections), compile a new list of groups in order of decreasing
recalculated indicators of their importance in the MLNS aggregate-network and
proceed to point 2.

If, during implementation of last scenario, a certain group of nodes contains too
many elements that the attacker is unable to damage simultaneously, then such group
is divided into the minimum quantity of connected subgroups available for such
attacks. In addition, the execution of scenario may terminate when the attacking
party has exhausted the resources to continue the attack. It follows from the above
scenarios that the main way to increase their effectiveness is to choose the
importance indicators of group in multilayer network system, the lesion of which
will cause it the greatest damage. The most obvious way of such choice is to form a
list of MLNS aggregate-network’s nodes in order of decreasing the values of their
centrality of selected type and form a group from the first nodes of this list, the
quantity of which is determined by the ability of attacker to carry out a simultaneous
attack on them. The second method is based on the principle of nested hierarchy of
the network system [23]. The method proposed by us consists in applying the
concept of k-core of aggregate-network, as the largest subnet of source network, the
centrality of which, according to the generalized structural degree of nodes, is at
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least k >1 [24]. This method is based on the use of the most structurally important
components of aggregate-network and obviously fits into the above scenario of
successive group attacks. In particular, groups are initially selected for the maximum
value k for a given aggregate-network, which is then sequentially reduced until the
attack success criterion is met.

During the development of scenarios of simultaneous group attacks on MLNS
operation process, as a functionally most important component of the flow
aggregate-network, the concept of its flow A -core [25] can be used, as the largest
subsystem of source system, elements of flow adjacency matrix F(t) of which have
values not less than A [0, 1]. It is obvious that the larger the value A, the more

important from a functional point of view aggregate-network’s components are
reflected by its A -core. They can become one of the primary targets of simultaneous
group attack. Similarly, as for aggregate-network elements, we can determine the
parameters of influence and betweenness of its A -core, which significantly deepens
the analysis of network system lesions.

4.2. Optimization of targeted group attack scenarios

One of the ways to protect the system is to counterattack the intruder. It is clear
that the organizers of such counterattacks also suffer considerable losses. That is, the
problem of optimizing attack scenarios arises, namely, how to destroy or block the
operation of minimum quantity of nodes of attacked party, to cause it the greatest
possible lesion. A similar situation is observed during the development of scenarios
for combating the spread of non-target lesions, for example, epidemics of dangerous
infectious disease. In particular, how to minimize the volume of passenger flows
through the transportation network by blocking the smallest possible quantity of
nodes that ensure the movement of these flows. Obviously that it is advisable to take
into account not only the magnitude of direct negative influence, but also the scale of
mediated lesion consequences. Let's illustrate this on the example of railway layer of
the country's general transport system. Above, for the construction of simultaneous
group attacks scenarios, it was proposed to use the concepts of structural k- and flow
A -core of network system. We will show that the use of flow A -cores compared to
structural k-cores of MLNS aggregate-networks is significantly more effective when
building scenarios of group targeted attacks, both from the point of view of possible
lesion of the most functionally important aggregate-network’s components, and for
the purpose of optimizing these scenarios in terms of the quantity of attack targets.
Let's consider the railway transport system (RTS) of the western region of Ukraine.
In fig. 4a shows the structure of this system, and in fig. 4b — the same structure, but
in the form of weighted network, which schematically reflects the volumes of cargo
flows that passed through its edges during 2021 (the thickness of lines is
proportional to the volumes of flows). Note that this real-world network contains 354
nodes in total, but in fig. 4a-b, only 29 nodes and 62 edges are displayed (transit
nodes with structural degree 2 are not shown, and an edge is considered to be a line
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that connects two nodes with degree greater than 2). In fig. 4c contains the structural
4-core of RTS, which includes 12 nodes and 35 edges, and in fig. 4d is its flow 0.8-
core, which contains 4 nodes and 12 edges. One of the main disadvantages of k-cores
compared to flow cores is the possibility of excluding functionally important
components of the network system (path A-B in fig. 4d).

From fig. 4 also follows that the flow 0.8-core reflects a functionally more
important subsystem of RTS and the target of group attack on it is a much smaller
quantity of nodes than 4-core of corresponding structure.

Easy to see that in both cases, a successful attack on NS nodes selected with the
help of k- and A -cores will lead to actual termination of its operation process, as it
divides RTS into unconnected components (fig. 4e), but in the second case, the goal
of attack is achieved with significantly less efforts (three times in terms of quantity
of nodes and edges). Thus, the flow-based approach allows us to build scenarios that
are much more optimal from the point of view of attacking side's efforts than the
structural one.

By analyzing the parameters of influence and betweenness of 0.8-core of given
RTS fragment, it was established that all elements of this fragment will be
consequentially injured by a successful targeted attack on it.

Figure 4. Examples of structure (a), operatlon process (b) structural 4 core (c),
flow 0.8-core (d), and the addition to flow 0.8-core in the source structure (e) of
railway transport system of the Western region of Ukraine

5. Simultaneous system-wide attacks on the multilayer network systems

Typical scenarios of successive and simultaneous targeted attacks on layers-
systems of MLNS are built according to the same principles as corresponding
scenarios of such attacks on elements and subsystems of multilayer systems [1] with
the difference that the objects of attack are the layers of MLNS. At the same time,
the main way to improve the effectiveness of such attacks is the selection of
structural and/or functional importance indicators of MLNS layer, the lesion of
which will cause the greatest damage to it.
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5.1. Structural and functional importance indicators of MLNS system-
layers

The global structural characteristics of multilayer network, which is generated by
monoflow partially overlapped MLNS, can be considered the quantity of layers-
networks that are part of it, as well as the dimension, density, diameter, average
length of the shortest path, the total quantity of transition points [11], etc. Let us
define some general and most important for the vulnerability analysis of structure of
intersystem interactions characteristics of the layers of partially overlapped MLNS,
the values of which should be taken into account during construction the scenarios of
system-wide targeted attacks:

1) the specific weight of the set of nodes of the mt" layer in the total set of nodes
of partially overlapped MLN;

2) the specific weight of the set of edges of the m™" layer in the total set of edges
of partially overlapped MLN;

3) input degree of the mt" layer, which is equal to quantity of transition point
into this layer from all other layers of MLN or total quantity its input interlayer
connections;

4) output degree of the m" layer, which is equal to quantity of transition point
from this layer into all other layers of MLN or total quantity its output interlayer
connections;

5) the specific weight of transition points of the m™ layer in the set of all
transition points of partially overlapped MLN, which is determined availability of

interlayer interactions for this layer, m=1,M .

Let us determine the most important flow characteristics of system-layers in
monoflow partially overlapped multilayer network system, values of which should
be taken into account during construction scenarios of system-wide targeted attacks:

1) the specific volumes of intralayers flows in the m" MLNS layer;

2) the specific volumes of output flows of the m" layer in MLNS, which reflect
its role as a flow generator in multilayer system;

3) the specific volumes of input flows of the m layer in MLNS, which reflect
its role as a final receiver of flows in multilayer system;

4) the specific volumes of transit flows that pass through the m" MLNS layer,

m=1LM.
It should be noted that the layers with the highest values of structural and
functional importance indicators listed above can become the primary targets of

system-wide attacks on MLNS and be used during construction the scenarios for
such attacks.

5.2. Influence and betweenness parameters of MLNS system-layers
Such global flow characteristics of nodes and subsystems of MLNS were

determined in the monograph [16], as parameters of their output and input influence
and betweenness.
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These parameters make it possible to calculate the importance of separate
components of multilayer system as generators, final receivers and transitors of
flows and allow us to build effective scenarios of successive and simultaneous group
targeted attacks on the process of intersystem interactions. However, for the
formation of effective scenarios of successive system-wide attacks, it is advisable to
determine the influence and betweenness parameters of separate MLNS system-
layers.

5.2.1. Influence parameters of system-layers

Output strength of influence of the mt" layer as generator of flows on the I
MLNS layer as final receiver of these flows during the time period
[t-T,t],t =T >0, is calculated by the formula

M
gm,l,out(t) _ 2:11 fim,l,out(t)/ NM é;m,l,out(t) c[0], (13)
in which the parameter £™!°U%(t) is calculated by formula (5). Domain R™!0Ut(t)

of output influence of the mt™ layer on the I MLNS layer are determined as union of
influence domains of nodes-generators of flows of the m™ layer on the nodes — final

receivers these flows in 1" MLNS layer, and the power of this influence p™!°U(t)
is equal to the ratio of guantity of elements of the domain R™"°!!(t) to value NM.

Similarly, the input strength &™""(t), domain R™""(t) and power p™""(t) of

influence of the m" layer as final receiver of flows on the 1" MLNS layer as
generator of these flows are determined during the time period [t-T,t],t>T >0,

m=l, m,l =1,_M.
The output strength of influence of the m™ layer as generator of flows on the
MLNS at a whole is calculated by formula

M
EMUN) =0 MO AM -1, £ (R < 0],
in which the value &™) is calculated according to (13) and domain of this
influence is determined by the ratio
mout iy _ | M m,l,out
R™OU() = U|=1, LR ).

The power of output influence of the m" layer on the MLNS at a whole is equal

to the ratio of quantity of element of domain R™°U!(t) to the value NM. Similarly,

the input strength &™"(t), domain R™"(t) and power p™(t) of influence of
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MLNS on the m™" layer as final receiver of flows are determined during the time
period [t—T,t],t>T >0 . The values of parameters of input and output influence of

the m™ layer on the 1™ layer or MLNS at a whole make it possible to quantitatively
determine how the lesion of this layer will impact on the operation process of the It
layer and the multilayer network system in general, and how many components of

intersystem interactions and to what extent will be affected, m,l = 1_M .

5.2.2. Betweenness parameters of system-layers

The next type of global flow characteristics of each MLNS layer is its
betweenness parameters, which determine the importance of layer of the multilayer
network system in ensuring the movement of transit flows during intersystem
interactions [16]. The measure of betweenness of the m™" layer within the entire
MLNS during period [t—T,t],t>T >0, as transitor of flows is calculated using the

formula
M M
oMt)=." @"®t)/N", oM ef0]],

in which the value ®{"(t) is calculated by formula (8). Betweenness domain of the
mt layer in MLNS at a whole is determined from the ratio

m NV m
MTO) =, M"®.
in which M{"(t) denotes the betweenness domain of it transition point of the mt"
layer within the entire MLNS, and the betweenness power of the m™" layer N™(t) is

equal to the ratio of quantity of elements of domain M™(t), [t-T,t],t>T >0, to

the value NM. The values of betweenness parameters of the m layer in MLNS make
it possible to quantitatively determine how the lesion of this layer will impact on the
process of intersystem interactions in general and how many, which components of

the multilayer system and to what extent will be affected, m :1,_M .

5.2.3. Interaction parameters of system-layers

Based on the parameters of input and output influence, as well as betweenness
parameters of the mt" layer, we can form a global indicator of interaction of this layer
with MLNS in general, namely, parameter Z™(t) of the strength of interaction of
the m™ layer with multilayer system, which is calculated according to the formula

EM (1) = (€™ (W) + M) + 0" )13,
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and defines its overall role in multilayer system as generator, final receiver and
transitor of flows; domain Q™(t) of interaction of the mt layer with MLNS is
determined by the ratio

om (t) _ Rm,out(t)U Rm’in(t)U M m(t) ,

and the power of interaction of the mt" layer with MLNS is equal to the ratio of
quantity of elemens of the domain Q™(t), m =L,M, t>T >0, to the value N™. It

is clear that interaction parameters of a layer with multilayer network system define
the importance of this layer in the process of intersystem interactions and make it
possible to quantitatively determine how the lesion of this layer will impact on the
MLNS opertion process and how many, exactly which of its components will be
influenced and to what extent.

5.2.4. A comprehensive system-wide attack scenario

Let us build a scenario of successive targeted system-wide attack, choosing the
parameter of strength of layer interaction with multilayer system as its importance
indicator. Such scenario, which achieves the comprehensiveness of attack on the
most functionally important MLNS layers, will look like this:

1) compile the list of MLNS layers in order of decreasing values of the
parameters of strength of their interaction with multilayer system;

2) remove the first layer from the created list;

3) if the criterion of attack success is reached, then complete the execution of
scenario, otherwise go to point 4;

4) since the structure and operation process of multilayer system changes due to
removal of certain layer (and its interlayer connections), compile a new list of layers
in the order of decreasing values of the parameters of strength of their interaction
with MLNS and proceed to point 2.

In this case, it is advisable to choose the reduction of volumes of flows

s(VM(t),t=T >0, in the multilayer system by a certain predetermined value as

the attack success criterion. The next most difficult to ensure protection and
overcome the consequences are simultaneous attacks on several or all MLNS layers,
which include hybrid wars, sanctions against countries that pose a threat to world
security, etc. The scenarios of such attacks are built according to the same principles
as those of simultaneous group attacks, with the difference that the attack targets are
not the most important by certain characteristics the groups of nodes, but the MLNS
layers.

5.3. Targeted attacks and the scale of system lesions

The concept of system protection is closely related to determining the scale of
targeted attack and its consequences. In particular, it is advisable to distinguish:

1) the scale of planned and executed attack, which is determined by the quantity
of targets expected to be hit and the quantity of means used for this purpose, for
example, 50 energy infrastructure facilities and 100 cruise and ballistic missiles
aimed at them for destruction;
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2) the scale of direct lesion, that is, the quantity of targets critically damaged or
completely destroyed by the attack, for example, out of 100 launched missiles, 85
were shot down by anti-missile and anti-aircraft defenses, and the remaining 15
missiles hit 10 targets; in this case, the scale of direct damage is equal to the
percentage of destroyed objects from the quantity of planned ones;

3) the scale of consequentially injured system elements, i.e. the quantity of
objects that suffered certain damage as a result of the attack in addition to those
directly damaged, for example, introduction of blackout schedules caused by
consecutive and simultaneous attacks on the energy infrastructure of Ukraine.

The scale of direct damage is related to the quantitative indicator of system's
protection, which is equal to the percentage of destroyed means of damage from all
involved. The scale of mediated lesion, as well as the level of protection against it, is
much more difficult to calculate, because it must take into account the disruption of
structure and destabilization of the work of all system elements and even the moral
and psychological damage caused as a result of the attack.

The concept of system sensitivity to the consequences of negative influence can
be associated with the scale of indirect lesion, as the ratio of quantity of directly
damaged to the quantity of consequentially injured elements. It is obvious that the
closer the value of this indicator is to zero, the more sensitive the system is to
negative influences, since a small quantity of directly damaged generates a large
quantity of consequentially injured MLNS elements.

Therefore, it makes sense to believe that the nature of attack should be
determined not only by the quantity of directly damaged MLNS elements, but also
by the scale of indirect losses caused to the system, although it is much more
difficult to ensure its protection against such lesion.

6. Conclusions

In 2019-2024, humanity faced two global challenges, the first of which (Covid-
19 pandemic) is a vivid example of real-world system-wide non-target lesion, and
the second is a targeted attack (attack of the russian federation on Ukraine) and the
resulting threat of a global food, energy, and financial crisis and reverse
comprehensive sanctions against the aggressor, the negative consequences of which
affected almost all countries of the world.

Humanity proved to be unprepared for such challenges, but no less dangerous
threats remain. Over the past half century, 67% of biological species known to man
have disappeared, and over the past 20 years, the costs of combating climate
disasters have increased 8 times. Currently, scientists know more than 20 viruses of
dangerous infectious diseases, the mutations of which can lead to the spread of
pandemics, much more catastrophic than Covid-19, the threat of global military and
even intercivilizational conflicts is increasing, etc.

This confirms the relevance of studying the features of successive, group and
system-wide lesions of complex network and multilayer network systems and
developing methods of effective protection against them.
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The concepts of structural and flow aggregate-networks of monoflow multilayer
network system are introduced in the article in order to reduce the dimensionality of
MLNS models and simplify the analysis of their vulnerability to heterogeneous
negative influences.

The main local and global structural and flow characteristics of multilayer
system and its aggregate-network elements are determined and the relationship
between them is established.

These characteristics are chosen as importance indicators of MLNS nodes, with
the help of which effective structural and functional scenarios of successive, group
and system-wide targeted attacks on multilayer network systems are built. It is
shown how, on the basis of various models of intersystem interactions, the domains
of directly damaged and consequentially injured by the negative influence the system
elements are determined. To optimize the scenarios of simultaneous group attacks, as
a means of active protection against the source of negative influence, the application
of flow cores of the MLNS’s aggregate-network is proposed. The advantages of such
scenarios over structural ones based on the concept of k-core of aggregate-network
are shown on the example of real-world network system.

The advantages of flow-based approach for studying the vulnerability of
intersystem interactions process and quantifying the level of losses caused to this
process as a result of various negative influences are established. An objective
evaluation of the scale of real or potential lesions allows us to develop strategies to
protect not only separate MLNS elements, but also the system as a whole, and to
prevent the consequences of local targeted attacks and non-target lesions from
growing into group and system-wide ones.

The next steps of our research are the study of MLNS vulnerability damage not
nodes, but connections of complex network and multilayer network systems, which
are much easier to implement in practice and can lead to granulation of intra- and
intersystem interactions.
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Anomauyin. PoszensHymo cmpykmypuutl i ROMOKOSUl NiOXo0u 00 aHANI3y
epaznusocmi 6azamopisnesux mepescesux cucmem (MLNS) 6i0 yinecnpsimosanux
amak 1 HeyilbOBUX YPAdCEeHb DPI3HO20 NOX00XNCeHHA. Busnaueno noxanvui ma
2nobanvii cmpyKmypHi ma HOMoKo8i Xapakmepucmuxy eiemenmiec MOHONOmMoKo8oi
bazamowapogoi cucmemu 011 NOOYO08U CYeHApiie YINeCnpAMOBAHUX amaxK Ha
cmpykmypy ma npoyec @yuxkyionyeannas MLNS ma oyinxu ix wnacniokis. s
cnpowennss no6yoosu ma nioguujeHHs eqheKmueHOCmi MaKkux cyeHapiie 66e0eHo
NOHAMMA CMPYKMYPHUX I NOMOKOGUX azpezamis-mepedc mononomoxosux MJIHC
ma NoKA3aHo 36’S130K MIJIC NOKA3HUKAMU 8adCIUGOCmi ix enemenmie ma
8IONOBIOHUMU NOKAZHUKAMU 8Y371i6 bazamouiaposoi cucmemu. IIpodemoncmposano
nepesazu NOMOKOB020 NIOX00y neped CMPYKMYPHUM, 5K Yy CeHci auanizy
epasnusocmi pearvhux MLNS, max i oyinku Hacrioxie HecamusHux eniugie pizHo2o
Xapaxmepy.

Kniouosi cnoea: cxnaona mepedica, mepedicesd Cucmemd, MidCCUCEMHI
83a€M00ii, bazamopisnesa Mepedicesa cucmemd, Mooeib HOMOKY, dzpe2amua
mepeoica, 8NaUG, MIJICCUCMEMHICNb, YIIeCNPAMOBAHA amaKd, 8pasiugicimy.
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Abstract. The paper proposes strictly justified two statistical criteria for
checking the pairwise independence of bit sequences, which can be considered as
realization of random variables from a certain set. The corresponding algorithms
that implement the independence check according to these criteria are also
developed and clearly step-by-step formulated. The resulting tools are very relevant
for statistical verification of the cryptographic qualities of various cryptographic
primitives, the functioning of which relates to the generation of random/pseudo-
random sequences. Such crypto-primitives include not only random/pseudorandom
sequence generators, but also stream ciphers, combined encryption algorithms (i.e.,
block algorithms in stream modes), etc. Using the proposed criteria allows checking
the independence of the different parts of output sequences, or the independence of
the output sequences from the sequences of internal states and input data. It should
be noted that such independence is a necessary condition for the output sequence to
be considered unpredictable. The article also considered comparative analysis of
two given criteria and results of their applications to sequences of different types.

Keywords: statistical criterion, random variables, independence of random
variables, random number generation, statistical checking of independence

1. Introduction

When  creating new  cryptographic  algorithms, in particular
pseudorandom/random number generators (RNG/PRNG), or stream ciphers, the
following requirements must be met [1, 2]: analytical justification of the algorithm's
resistance to main known attacks; statistical investigations of the cryptographic
properties of the algorithm's output gamma (often the properties of intermediate
gammas of the algorithm are also investigated, such as the sequence of its internal
states, or so).
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At the same time, we can often see the lack of attention paid to an equally
important issue concerning statistical investigations of the mutual independence of
parts of the output sequence, as well as the independence of input data, intermediate
gammas, sequences of internal states, and output sequences. Indeed, if, for example,
the output sequence depends on the input sequence or on the intermediate gamma,
the algorithm may be vulnerable to certain types of statistical attacks, or its output
sequence may not have the property of unpredictability.

In this paper we propose two new criteria for checking independence of
sequences, obtained from RNG/PRNG.

They are based on two different methods, though both of them use calculating
the determinant of the correlation matrix. We also give detailed step-by-step
description of two corresponding algorithms for independence checking. The first
criterion is based on several statements, formulated and proved in this work below. It
has such main advantages as significantly lower computational complexity and
intuitive clarity of corresponding algorithm. The other advantage is that it needs no

tables with probabilistic distributions, such as X* or normal. Its disadvantage is
some requirements to the length of the sequences to be analyzed, and the larger the
number of sequences we check, the larger their length should be. The second
criterion is based on the existing method, explained below. The algorithm,
corresponding to the second criterion, is much more complicated and uses tables of
X -square distribution for large number of degrees of freedom. But its undeniable
advantage is high accuracy, which testifies to a small value of second type error.

The paper is organized in the follow way. In the Introduction, we formulated the
main task of our work and explained its importance for practical applications in
cryptology. In the Section 1 we briefly described the state of the art in the considered
topic and show the gap in existing results. In the Section 2 we formulate the problem
and give main designations, which are necessary for further investigations. In the
Section 3 we prove necessary statements to justify the first criterion. Then in the
Section 4 we construct the first criterion of sequence independence, and describe
corresponding Algorithm 1. The Section 5 gives the results of experiments with
Algorithm 1 application. The Section 6 contains theoretical information, necessary
for creation of the second criterion. Then in the Section 7 we construct the
corresponding Algorithm 2 and describe the results of its applications. In the Section
8 we give conclusion and discussion of the obtained results.

2. Related work

A lot of statistical tools, like commonly used sets of statistical tests, exist for
statistical investigations of the cryptographic properties of the output gamma of
RNG/PRNG or stream ciphers [1, 2, 3]. But there is currently no standardized or at
least generally accepted methodology for checking the statistical independence of
sequences, which may be interpreted as independence of random variables with
corresponding realizations. The relevance of creating a tool for checking the
independence of input-output sequences is substantiated, for example, in [4],
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although the number of scientific papers on this topic is much smaller than works on
the development of new encryption algorithms or gamma generators [4, 5, 6, 7, 8], or
work on estimation of the cryptographic qualities of generators and sequences [9,
10]. Paper [4] is quite close to this work, but its results are only experimental and
were obtained for a different problem statement. In this paper, the author performs
an experimental study of the independence of the statistical tests themselves rather
than the independence of the sequences. Also, a similar problem concerning the
dependencies between the bits of input/output sequences in stream ciphers is claimed
in [11]. But the purpose of this work is almost the opposite of ours: it investigates
how to define whether a stream cipher has sufficient diffusion property, i.e., whether
each bit of the output sequence depends on many bits of the input sequence. An
appropriate example of investigation of the independence of sequences of internal
states for stream cipher was performed, for example, in [12]. For this purpose, the
method proposed in [13] was used, which builds corresponding correlation matrix
and calculates its determinant. This method is quite workable, but it has certain
disadvantages. It is cumbersome and intuitively unclear, requires a large number of
calculations, and requires the usage of tables of several distributions, which makes it
not very convenient for practice. In addition, when performing statistical research, it
is desirable to use several criteria rather than one — for example, the number of
separate tests in the NIST STS [3] is 16 (15 in the updated one), and with all
"subtests" it is more than 150.

3. Statement of the problem

In this section we introduce the main designations, which will be used below,
and then conclude with formal description of the problem.

_Ix® i-1n
Let MNeN ag xf{x , lel,n}
be a set of sequences of independent equally distributed random variables,
x (= X(i),...,X () (i) a) —Ex ) —p(x =1
(% ") X €108 and define =Pl )
1\ 2 .
(0(')) :Var(xk('))

(x1<i>,'._., )

H

)

with

O]

as a realization of a
o as "the sequences in set (1)

In what follows, we consider the sequence
random variable X Let's formulate a hypothesis
are pairwise independent”. Alternative hypothesis Hy is complex and is formulated

as a "hypothesis H, is not true."
The purpose of this work is to build and justify a statistical criterion that will

recognize the hypothesis Ho with a given significance level &,
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4. Designations and auxiliary statements needed for the first criterion
and Algorithm 1

In this section, we will formulate and prove several statements necessary for
solving the problem formulated in section 0.
Consider random variables

(ka _am),(ka _au))
RONSEE) i,jeﬁ’ kelm 3

E )

Proposition 1

Let the sequences x® and x® are independent. Then:

E(rk“vi)):o Var(rk(i'j))zl ijeln kelm

m_1 i)\ _

al’/ == . r =1

if 2,'61'n,then(k ) .
Proof:
1. If the sequences X" and X are independent, then the random variables
(i) (i)

X

" and % arealso independent, k €LM Therefore
E(Xk(i) _a(i)). E(Xk(i) _a(i))

E(r0D)= = =0
Next,
Var(rk(i’j))= E(rk(i'j) — E(rk(i'j)))2 = E(rk(i'j))2 =
i % i ih\?
_ E(Xk()_a(-)) .(xk(-l) ~al) o E(x0 _a<i>)2-E(xk<” _a(j))z _
(Gm)z .(Gm)z (Gm)z ,(Gm)z
(o) .1(c<j))2 Var (x)-var (%) =1
2 (Xk(i) _%JZ
o 1 () = |
2. If 2 2 , then (G()) . Next, since Xk(l) < {0’ 1} , then
i 1 +1 i 1 2 1
% _26{‘5},and (X 2] "2
(ka)z _x 0
In addition, , SO
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var () =€) () (- £(s)) -3

whence (rk(i’i))z =1

The proposition is.proved.

For arbitrary N € N , define Sh the group of all permutations of length M, and

(O

also define Sn n as a subset of permutations that have exactly I fixed points.

Proposition 2

n
A=(a;
Let "€N ang 9 be positive integer. Let matrix (2 )‘vi=l be a square

matrix such that:

1
Vijefloan) izioa=ayfayl<a vijefLn) izj

2
Then the following inequality holds:

3
< ean _1_n2q_ n (n_l) .q2

detA—1+ > g >

I<i<j<n

4)
Proof:
By the definition of the matrix determinant, and considering the notation
introduced at the beginning of the section, we get

det A= 3. {(_1)Sign6 lijai,c(i)} = i > {(_1)5@6 Iijai.c(i)}

ces, 1=0 ges, ) )
Next, we note that
s,M=1 O S _
, that is, the set ™" consists of a single identical permutation
|5,V =0 1
" since there are no permutations of the length " with N—1 fixed
points
5,077 =c2

, .., the number of elements of this set is equal to the number of
ways in which the fixed points can be chosen, and the two remaining points are
rearranged

in addition, note that this set coincides with the set of all possible permutations

s.|=ch-(n=1)

that are inversions of two elements; and , in the general case.

To prove the last inequality, it is enough to choose fixed points in Cs ways, and

. . —I) . .
all the other points can be rearranged in (n=1)! ways; note that we get inequality
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rather than equality, since the permutation of " al points may give us additional

s, <ch-(n-1)! _
determines the number of such

fixed points. That is, the value

permutations which have not less than N =1 fixed points.
Now consider separately each term on the right-hand side of (5) for

| e{O,...,n} )
if 1=1 the corresponding term will be equal to 1

if 1=n-1tne corresponding term will be equal to 0

-2 &
if 1=N=2 tpe corresponding term will be equal to  1si<i=n , since the
inversion is an odd substitution, and taking into account the condition n

Therefore, equality (5) can be rewritten as

detA-1+ 3 a? =nf > {(—Qsmnﬁﬁai.c(i)}

1<i<j<n 1=0 ges, ("
,

whence

n—: n

3
= Z H ai,cr(i)|
0 ) i=1 )

=0 oes, ) i=

detA—1+ > a°

1<i<j<n

(6)

()
S €S0 there are exactly | units in the product

Next, it is easy to see that for

n

& o(i)

i=1 (the number of fixed points of the permutation is equal to the number of
diagonal matrix elements in the product), then, according to the condition 2) of the

n
< qn—l

H ai,o i
Proposition 2, -t ©

Therefore, inequality (6) can be rewritten as
n-3
detA—1+ > a?l<>.Ch-(n-lg"" <
1=0

1<i<j<n

n n n
<>cl-g' <> cl-rg <> cl-(nq) =
=3 1=3 1=3

“$ct(na = 3ieh () —nt a0 (g -
:(1+n.q)n _1_n2'q_$'(n~q)2 _
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n 2
3
< enzq —1-—n? q_#qz
which proves equality (4).
Corollary 1
)

q
If, in the terms of Statement 2, set n? , for some 5 E(O’ 1) , then from
inequality (4) we obtain the inequality:

8*(n—1)
2n

det A-1+ > a;°|<e®-1-5—

1<i<j<n

that for sufficiently large " can be rewritten as
2
detA—1+ > g% <e’ —1—5—%

I<i<j<n

In particular, when & =1 we have:

detA-1+ > a*|<e-25
I<i<j<n N (7)
Define "V as
o 1
R("J) - =31 (i.1)
més" (®)
Because RO is the average of independent random variables with zero

expectation and unit variance, it is easy to see that

(.0 = var (R0 =£
E(R ) o ( ) m ©
Below we prove two statements that allow us to construct the first statistical
criterion. The first statement is based on Chebyshev inequality [14], the second one
is based on Chernoff inequality [15]. Either of them can be used to construct the
criterion, although, as it will be shown later, the probability estimate in the second
one is always more accurate.

Proposition 3

Let q>0 and & 6(0’1) . Then, if the sequences X(I) and X(J) , defined in (1), are

m >
2
independent, and eq , then the next inequality holds:
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Pqu4>q)S8
The proof follows from Chebyshev inequality and the.formulas 9).
Proposition 4

Let 970 and £<(0D) Then if the sequences X" and XV defined in

Ing

m>—%£
independent, and q

, then the next inequality holds:

P(|R™|>q)=<e

According to Chernoff's inequality, Va>0 the next inequality is true:

Proof:

mo _a
P[ S > a] <2e 2m
k=1
whence
m .
Zrk(lvj) a?
p| ket >3-=P[RW)>3J3267F
m m m
Set

a
M : then the last inequality can be rewritten as
P(RW >q)<2e ™

) (12)
In=
m>—=£

a* we get 26 < :
The Proposition is proved.

and for

2
1 In—=
m > 5 m>—£
Note that from inequality 20" we have 9" | so Proposition 4
gives a more accurate lower bound for the value of M.

5. Construction of a statistical criterion and algorithm for testing the
hypothesis about sequence independence.

In this section we construct a new statistical criterion for checking the
independence of sequences and develop the corresponding algorithm.
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The basic idea behind the criterion can be described informally as follows. Let's
set a certain level of significance % (probability of the 1st type error). If the
sequences (1) are pairwise independent, then for sufficiently large ™M (chosen
according to Propositions 3 or 4), we can construct correlation matrix
A:<R(ij))_n‘

1=t “which elements (except diagonal elements) will be less than a
certain value 9 with a probability not less than 1=a_ The value 9 should be

chosen in a such way that the right-hand side of (4) is sufficiently small — for
1

example, d n? _ Then calculate the elements of a matrix A and its determinant
and check the inequality (4). Then, according to the choice of the sequence length,
for pairwise independent sequences, the probability that inequality (4) does not hold
does not exceed &,

Let us have access to sources of sequence generation (1) and can obtain
sequences of sufficient length from them (the required length depends on the number
of M sequences and the desired level of significance).

It should be noted that the algorithm below is focused on checking the
independence of the sources that generate the corresponding sequences. This is the
task that is most relevant for practical applications. But, with certain modifications, it
can also be used to check the independence of given sequences.

Algorithm 1:

Input: level of significance ®; number " of sequences to be tested.

1. Compute

2
In=
1 m=—
0g=— a
N" and . (13)
2. Generate (from corresponding sources or one source, depending on the set

task) " sequences X(I), ! eln’ of the lengths at least U Note that there is no
need to generate sequences if the task is to check the independence of sequences
from a given set, but we need to be sure that their lengths are at least ™ .

A= (R(ij) )n
3. Calculate the elements of a matrix =1 using formulas (3) and (8).
4. Compute d =detA,
5. Compute

t=[detA-1+ > a;’

1<i<j<n

6.1f 1<€-25%~ 0-218, then hypothesis Ho accepted, otherwise rejected.
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As we can see from the formula (13), the lower bound of the value M increases
when the value  decreases, and increases when the value N increases. Note that if
the level of significance @ is not less than 0.001, and the number of sequences is not

larger than 100, the lengths of sequences M= 10° is sufficient for testing.

To simplify the application of this algorithm, we propose the Table 1 with
reference values of the lower bound of the sequences length M for different
frequently used values of two other parameters, the level of significance ® and the
number of sequences .

Table 1
The lower bound of parameter M
n 10 20 30 40 50
a
0.05 36 889 590 221 2987 993 9 443 532 23 055 497
0.01 52 984 847 731 4291 638 13563693 | 33114484
0.005 59 915 958 635 4 853 087 15338 150 | 37 446 654
0.001 76 010 1216 145 6156 731 | 19458311 | 47505 641

6. Experimental results of the Algorithm 1 application

Practical applications of the proposed criteria give the next results:
1) for sequences obtained from the certified generator (described in Appendix A

in [16]), in 10 experimental sets of 100 sequences, hypothesis Ho was accepted,;
2) for sequences obtained using counter, in 10 experimental sets of 100

sequences, hypothesis Ho was rejected 9 times and accepted 1 time;
3) for sequences obtained from file with extension avi, in 10 experimental sets of

100 sequences, hypothesis Mo was rejected 10 times;
4) for set of 100 sequences, where 50 of them were generated from the certified
generator, and other 50 were obtained from them, using some transformations,

hypothesis Ho was rejected 10 times out of 10.

We also applied this test to sets of sequences, which were created to be
dependent. To describe these results, we introduce the term “experiment”. Under one
experiment we will understand the following procedure:

- to generate definite number of sequences (for example, 20 sequences) of
sufficient lengths (for example, 108 or larger), using some certified generator;

- to introduce dependences in chosen sequences (if necessary);

- to create correlation matrix and to evaluate the value t.

Below we describe the results obtained in such experiments.

1) 50% of sequences are dependent in half of the characters. For 100
experiments, each with 20 sequences, we firstly got 20 sequences from certified
PRNG, then chose 10 of them, and then each second element of these chosen
sequences was changed in such a way, that introduce dependency on correspondent
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elements of the first 10 sequences. For these 100 experiments, we got the next range

of the value U: t€[1,55233507592079; 1.56300829290009]. It means that in all
experiments the value lays deeply in critical region, so the criterion strongly
recognized dependent sequences.

2) 50% of sequences are dependent in 33% of the characters. For 100
experiments, each with 20 sequences, we firstly got 20 sequences from certified
PRNG, then chose 10 of them, and then each third element of these chosen
sequences was changed in such a way, that introduces dependency on correspondent
elements of the first 10 sequences. For these 100 experiments, we got the next range
of the value [: te[0.416068024780703; 0.422475116952477]. It is still
essentially larger than the edge of critical region (which is 0.218), but much closer to
this edge than in previous experiments. These results show that the larger
dependency between sequences, the deeply in critical region the statistics U takes
values.

3) 25% of sequences are dependent in half of the characters. For 100
experiments, each with 20 sequences, we firstly got 20 sequences from certified
PRNG, then chose 5 of them, and then each second element of these chosen
sequences was changed in such a way, that introduce dependency on correspondent
elements of the first 5 sequences. For these 100 experiments, we got the next range
of the value U: '€[0.484858277736367;- 0.489774359187274]. This range is
closer to the edge of critical region, than in the first series of experiments, but further
than in the second series of experiments. So the criterion can recognized dependency
even in case when 75% of sequences are independent.

4) Archive files. For all 1000 experiments, t6[0.0000134436852349293;

124.401400670346], and in less than 1% cases the value of t s less than 0.218, or
outside critical region.

7. Designations and auxiliary statements needed for the second criterion
and Algorithm 2

Let us have a set ri of M bit sequences of the length I

) —(x® ®y . i
X —(X1 e X ), |€1’m, Xk(l) 6{0,1}- (14)
al) = I}i G
Define k=1 the sample average of these sequences. Usually, the
sequences under investigations are obtained from RNG/PRNG; in such cases we

(i) — L
may assume that a’ =05 pytthe proposed criterion is still true for more general
cases.
The criterion proposed below is based on the results, described in [13], and uses
sample correlation matrix.
For sequences (14), define values
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D, =I_ilkz':;(xk(i) —a®)(x D —a)

which are sample pairwise correlations, and build sample correlation matrix

D..
m R, =—-19
— 1 -
Rf(Rij)iyjzljﬂe NEINGE jelm
Note that for pairwise independent random variables X ® , lelm , the matrix

R is identity matrix |, so its determinant is equal to 1. But in our case this matrix
was built as empirical, according to the results of statistical experiments. Then for

creating the criterion for checking hypothesis HO, that «sequences are pairwise

-3
independent» with given significance level ¢ (for example, @ =107} we use the
determinant 4 = 9€tR of the matrix R .

The distribution low of the determinant 9 is rather complicated, but for large

enough values of I we can use its asymptotical form: if sequences are pairwise
independent, then

P{-n-Ind <v} = P{xfz sv}+lz(P{x,+42 sv}—P{xfz sv})+0(n’3)

where

5

. (15)

‘o m(m-1)

2m+11 m(mfl)(2m272m713)
=l-— =
288

’ 1 )

2
and X' is a random variable with X-square distribution with f degrees of
freedom.

5
Note that for | =10 ,m 2100 one can use approximation

P{-n-Ind sv}zP{xfz SV}

As we can see, in case of approximation of (15) we delete the positive values in
its right part, so the obtained critical region corresponds to the large significance
level then was set.

=1-P(—n-Ind <v)

For hypothesis Mo, under given significance level * , the

de (O; e”J
critical region is —n-Ind >v ,or .
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After performing calculations according (15) or its approximation, we get critical
region for parameter d =detR , Which corresponds to given significance level

6
(for example, if =10 , m:100, then critical region for parameter d under

d e (0; 0.994754314) .

_3 D)
given =10 is the region - under given @ =10 the

critical region ise d (0 O'9%830549)). The critical regions for these or other

levels may be found using tables for X-square distribution with f degree of

freedoms (if f SSO) or using normal approximation (if f 230). Thus, for

f_MO, X-square distribution tends to normal distribution with parameters

N(f,/2T) f >30

. It means that if then one may use approximation

— f _ _
P{x2<v}= P{ — Vﬁf} F{Vﬁfj
where F(x) is cumulative distribution function of normal distribution.

Table 2
Values of determinant of correlation matrix for 20 series of 100 sequences, each of
the length of 108 bits, generated using certified PRNG

Series numbers Values of determinant Series numbers Values of

determinant

1 0.995169 11 0.995223

2 0.995150 12 0.995219

3 0.995164 13 0.995193

4 0.995178 14 0.995174

5 0.995172 15 0.995205

6 0.995182 16 0.995188

7 0.995163 17 0.995219

8 0.995168 18 0.995247

9 0.995166 19 0.995227

10 0.995201 20 0.995205

Sample average 0.99519065

In other words, for given significance level *, to calculate limit statistics Va
one needs, at first, to find corresponding limit statistics Z“, using tables of normal

2
distribution, and after this to calculate limit statistics for Xf as

va:za-\/ﬁ+f.
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As example, in Table 2 the values of d are given, calculated for 20 series of 100
sequences, each of the length of 108 bits.

8. Description of Algorithm 2 and results of its application

Based on results described in Section 8, we can derive the next Algorithm 2.
Algorithm 2:
Input: level of significance ¢ ;
set of sequences (14).
a® =135 0
1. For given sequences, calculate the values = .
2. For given sequences, calculate the values

’ :ﬁk':l(xk(n —a®)(x D —a)

D

R; i _
JD:iJDi i, j
3. Calculate the values ! e ) El’m.

. . . R=(R.)"
4. Build correlation matrix (Ry )i,jzl .

5. Calculate d =detR
6. Calculate the next values:
c_mm-1) | o2me1l m(m—1)(2m* —2m-13)
- T 7 288
2
70f T <30, then for given significance level ®, using tables for Xf -

Ply;2>v,t=a
distribution, find such value Va , that {Xf “‘} .

Else, if f=30 , then do the next steps.

7.1. For given significance level ®*, using tables for normal distribution, find

(D(Z“)zl_a (if tables consists of values of cumulative
distribution function for normal distribution q)(x)), or such Z“, that

y(2,) =1 - 4 (x) = B(x) -2

o
2 (if tables consists of values of function 2 ).

such value Zu, that

Example: using tables of values of function Do (%) in reference book of
Bernshtain and Semendyaev, for &= 0-01 e get Zo = 2'33; for @=0.001 e

get z, =31
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7.2. Calculate the value ‘@ as

va:za-\/ﬁ+f.

8. If inequalitys d>e " holds, then hypothesis Ho about pairwise

V(l.

independence is accepted, in the opposite case Ho is rejected.

On the Figure 1 below we give the comparative results of application of
Algorithm 2 to the sequences, obtained from the PRNG (black lines) and limit values
of the value d , calculated according Algorithm 2 (red dotted lines), for different

values of the sequences length I (from 200000 to 1000000 bits) and different
numbers of sequences M (from 10 to 100). As we can see, the values of parameter

d , calculated for given sequences, are very close to the edge of critical region. It
means that this criterion is very accurate and has very small error of the second type

(probability to accept Ho in case when it is wrong).

1.00
X n=1000000
=800000
n=800000
n=700000
n=600000
n=500000
n=400000
n=300000
0.5
n=200000
n=100000
0.90
10 50 100 M

Figure 1. Comparison of results of PRNG testing according Algorithm 2 and limit
statistics for determinant of correlation matrix
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For these experiments, the stream cipher Krip [12] was used as PRNG. Note that
this cipher was investigated using a lot of statistical tests, in particular NIST test
suite [3], hence it may be considered as PRNG of high quality.

During investigations of statistical properties of RNG/PRNG, or stream ciphers,
one may need to check the independence of different sequences, obtained on
different steps of working of this generator. For example, it is necessary to check the
independence of output gamma, internal state sequences, and input data, etc. And we
need to be sure that all the parts of these sequences are pairwise independent.

In this case one may use Algorithms 1 or 2 for total set of the sequences, which
consists of all sequences, obtained on different steps of generator’s work. For
example, we may take half of the sequences from inner states and half from output
gamma.

If we cryptographic quality of stream cipher, then the set of sequences for
checking should contain sequences created using different (randomly chosen) keys
and initialization vectors. The number of sequences should be not less than 100, and

. 106
their lengths should be not less than .
9. Conclusion and discussion

The proposed criteria for checking pairwise independence of random
values/sequences are rather simple and convenient in practice. Their practical

applications show that they work “in both directions”: accept hypothesis Hy for sets

. . H, . .
of independent sequences and reject ~ 0 in opposite case.

The experimental results show that the both proposed criteria reject hypothesis
about independence in case when the number of sequences, which may be
considered as independent, is up to 75%.

They may be used, along with other statistical tests, for checking statistical
qualities of stream or combined ciphers and for random/pseudorandom number
generators before adoption.

One of the tasks for the further investigations is more detailed comparative
analysis of behavior of these two criteria for different types of sequences, obtained
from sources with different nature, including stream cipher Krip [12]. It should be
noted, that the first proposed criterion gives more rough estimation of the edges of
critical region, if compare with the second one.

This leads to situation when the sequences with a slight dependency may be
defined as independent. But in case when dependency is strong enough, it works
well, as was shown in our experiments in Section 7. At the same time, the first
criterion is much more easily to apply, it needs a small amount of calculations, and
needs no tables of distribution functions for widely used distributions, like normal or
hi-square distribution. From this point of view, we suggest to use the first criterion
for primary analysis of RNG, or PRNG, or stream cipher.
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If this criterion decides that sequences obtained from the source are
independent, then we may continue to analyze the source more deeply, applying the
second criterion and other tests. But in opposite case, when the source fails the first
criterion, it means that this source can’t be used in cryptographic applications and
needs at least significant improvements.

The other interesting question is to find such modification of these criteria,
which may be used not only for checking independence of sequences or
corresponding random variables, but also for checking independence of statistical
tests from the different test suits, like NIST or Diehard.

This problem is also of great importance, because excluding “redundant” tests
from the suit allows to reduce significantly the time of application of the test suite. In
the current form, the proposed criteria can’t be used for this purpose, and it’s a great
challenge to invent suitable modification and to prove its relevance.
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Anomauia. YV cmammi  3anponoHo8aHO  CMpozo  OOIPYHMOBaMi  08a
cmamucmuuni  Kpumepii 01 nepegipku nonapuoi  HesanexcHocmi  6imosux
nocnioosHocmel, AKi MONCHA PO32AA0AMU AK Peanizayilo 8UNAOKOBUX GelUuduH i3
nesHoi mHodcunu. Takodic po3pobreno ma HimKo HOKPOKOBO CHOPMYIbOBAHO
GIONOBIOHI  aneopummu, $Ki peanizylomov NePesipKy He3ANeHCHOCMI 3d  yumu
kpumepismu. Ompumani [HcmpymeHmu Oydice aKmyauvbHi OAs CMAMUCmMuyHOi
nepesipKu  Kpunmozpagiunux sKOCmel PI3HUX KPURMOSPA@DIUHUX NpuMimueis,
QyHKYIOHY8AHHA AKUX N0 s3aHe 3 2eHepayierd GUNAOKOBUX/NCe8008UNAOKOBUX
nocnidosHocmei. Taki Kpunmo-npumimueu 6KIOYAIOMb He Julle 2eHepamopu
BUNAOKOBUX/NCEB00BUNAOKOBUX — NOCTIOOBHOCMEN, alle il  NOMOKo8i  wugpu,
KOMOIHO8aHI aneopummu wugpysants (mobmo O6I0KOSI aneopummu 8 NOMoKOBUX
pedcumax) mowo. Bukopucmanns 3anpononosanux Kpumepiie 00360s¢€ nepegipsamu
He3aNeNCHICMb  PI3HUX Yacmul GUXIOHUX NOCIIO08HOCHeU, ab0 He3aNedCHICIb
BUXIOHUX NOCTIO08HOCHET 8i0 NOCTIO0BHOCHEL GHYMPIUIHIX CMAHIE | 6XIOHUX OAHUX.
Cnio 3a3Hauumu, wo Maka He3ANENHCHICMb € HEOOXIOHOI YMOB8OI 015 Moo, Wob
BUXiOHa nocnidosHicmb  88adcandaca Henepedbayysauwor. Y cmammi maxoc
DO32NIAHYMO NOPIGHANbHUL AHANI3 080X HABEOeHUX Kpumepiie ma pezyibmamu ix
3aCcmMocy8ants 00 NOCAIO08HOCMEN PIZHUX TMUNIG.
Knrouoei  cnoea:  cmamucmuuynui  Kpumepii, BUNAOKOBI  GENUYUHU,

He3anexCHicmb 8UNAOKOBUX GEUYUH, 2eHepayis eUNAOKOBUX HUCel, CMAmMUCMUYHA
nepesgipka ne3anedldcHocmi
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Section 4. Mathematical and simulation modeling
VJIK 004.412:519.25

YOTUPHbOXP®AKTOPHA HEJIHIMHA PETPECIMHA MO/JIEJIb
JJIs1 OONTHIOBAHHSA PO3MIPY JAVA-3ACTOCYHKIB HA
PAHHIX CTAAISIX PO3POBKHA

0. Opexos ORCID: 0000-0002-0001-0140
Hayionanenuii ynieepcumem xopabnebyodyeanns imeni aomipana Maxaposa,
Yrpaina
E-mail: oleksandr.oriekhov@nuos.edu.ua

Anomauin. Y pobomi poszensioaemvcs  noby0o8a  YOMUPbLOXPAKMOPHOL
Heninitinol peepeciiinoi modeni ons oyinku xinekocmi paokie kody KLOC JAVA-
s3acmocynkig. Oyinioganns posmipy JAVA-3acmocynky € axmyanbHolo HayKkoeo-
NPaKmMuyHoIO 3a0a4elo, AKA Hegio €EMHO 08 A3aHA 3 ICUMMESUM YUKIOM PO3POOKU
npozpaminozo 3abesneuennsn (I13). Memoto pobomu € niosuwgerns 00CmogipHOCi
OYiHI08aHHA KintbKkocmi psokie kody JAVA-3acmocynkie Ha pauHix cmadisax po3pooxu
113 3a mempuxamu Oiacpamu K1aCi@ WAAXOM NOOYO08U HOMUPLOXPAKMOPHOT
Heninitinoi peepecitinoi modeni. O0’ekmom 00CniONHceHHs € npoyec OYIHIOBAHHS
posmipy JAVA-3acmocynxie 3 eiokpumum kodom. IIpeomemom OocniodxcenHs €
Mamemamuuni  modeni  oasi oyinioganus posmipy JAVA-3acmocynxie.  Jns
00CSICHEeHHsI NOCMAGIeHoi Memu 6Oy10 3I0pAHO HAGUANLHY MA MECmosi GUbIPKU
inghopmayii 3 mempux JAVA-3acmocynkie i3 GIOKpUmMuM npocpamMHUX KoOOM,
NpPOBeOeHO auanis ma NOPIGHAHHA ICHYIOUUX MAMEMAMUYHUX Mooenell i PigHAHb 074
oyinoganus posmipy JAVA-3acmocynxie. Ha 0a3i nasyanvHoi ubipku, nooyoo8aro
YOMUPLOXPAKMOPHY HENIHIUHY pecpeciiiny Modenb ma ii iHmepeanu npoeHO3y8aHHsA
ona  oyinroganna posmipy JAVA-3acmocynkie Ha  OCHO8I  HOPMARIZYIOU020
nepemeopenns bokca-Koxkca 3a mempuxamu Kintbkocmi K1ACi8, 3a2albHOI0
KIIbKICMIO VHIKAIbHUX GUKIUKIE MemOOI8 8 KIACAX, CepeOHiM 3HAUEHHIM KIIbKOCHi
36 'A3KI6 MIJC KIACAMU MA CEePeOHIM 3HAYEHHSIM KIIbKOCMI SUOUMUX Memoodié Ha
Kknac. Ompumana 4omupboxX@aKmopHa HeniHilina pespeciting Mooenb MAae MeHuLy
cepeonio eenuuuny 6i0HOCHOI NOXUOKY, suuye 3HaueHHs gi0comKa nepeddayents O
pisHa eionocnoi noxubku 0,25 ma euwje 3Hauenus Koeghiyicnmy oemepmiHayii y
NOPIGHAHHI 3 ICHYIOUUMU MOOeNaMU, WO 0036018€ NIOSUWUMU OOCHIOGIDHICHb
OYIiHI08aHHA KinbKocmi psoKie Kooy JAVA-3acmocynkis.

Kniwouosi cnosa: oyinioganna «xinbkocmi paokie xody, JAVA-zacmocynox,
Hezayciecoki  Oami, Hopmanizyloue nepemeopenns bokca-Koxca, meninitina
peepecitina mooeno.

1. Beryn

OriHKa TPYIOMICTKOCTI PO3POOKH MPOrpaMHOTo 3a0e3NeyeHHs € OJHUM 3
KJTIOYOBHX MMOKa3HHKIB Ui Oi3Hecy mpu (popMyBaHHI OI0/KETY Ta IJIaHyBaHHI yacy
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po3podku. L5 3agava € BasxmBoro s 1T-koMmaHii, OCKINBEKU TO3BOJISE OTPUMATH
NIPOTHO3 KUTBKICHUX IIOKAa3HHWKIB pPecypciB, SKi HEOOXigHI U1 CTBOPEHHS
MPOrPaMHOTO IIPOEKTY, JONOMOXKE BPAXOBYBATH PU3MKH i PECYpCH Ta JO3BOJIUTH
miABUIMTH e(eKTHBHICTh mpolecy po3podku. Kputepii m0CTOBipHOI OIHKK
IPYHTYIOTBCSI Ha 3ACTHOCTI ii MIATPUMYBATH YCIIIIHY peaji3amild MporpamMHOTO
MPOEKTY. 3aHIKEHHA a00 3aBHILEHHS OLIHKU TPYIOMICTKOCTI MOXE MPHU3BECTH 1O
NeBHUX TIpoOieM. J[ocToBipHA OLHKA € JpKepeloM iHdopMamnii Uit (GopMyBaHHS
peaNbHHX BHUTpAT II0 pecypcaM IIPOEKTY, IO JI03BOJSIE MEHEIKEepPaM IPOEKTY
MIPUIHATH HAHOIIBII e()eKTHBHI PIMICHHS IS ZOCATHEHHS MOCTABJICHUX 1iiei [1].

CraTucTHKa yCHINTHOCTI MPOTPaMHUX IPOEKTIB, sIKa NMPEACTAaBICHa KOMIIAHIEI0
The Standish Group 3a nepioz 25 pokis [2], Mae TOMipHY IO3UTUBHY AMHAMIKY B OiK
30LTBIICHHS YaCTKH YCHIIITHO peajli3oBaHUX MpoekTiB. Tak, B 1994 gacTka ycmimHO
peanizoBaHHX NPOEKTIB ckiramana 16%, a B 2020 pomi BiACOTOK TaKUX NPOEKTIB
(BMKOHAHI BYAacHO, B MeXax Oromxery, peanizoBano 100% BHUMOT) Bk€ CTaHOBHB
35%. CtaTtucTtuka NpOBaJbHUX MPOEKTIB 3MeHIIwIach 3 31% mo 19% 3a mepiox 3
1994 mo 2020 pik. A 4acTKa NPOEKTIB, AKi 3a3HAIM NPOOJeMH (HEe BKIAJIHCS B
TepMiHM, a00 BUHILIM 3a paMkH Oromkery, abo (yHKUIiOHanm He OyB IOBHICTIO
peaii3oBaHUid y BiIIOBITHOCTI 10 BUMOT), Ma€ HE3HAYHY TCHICHIIIO 10 3MCHIIICHHS,
oimst 4% , puc. 1.

1994 1995-1999 2000-2004 2005-2009 2010-2014 2015-2020
-+ Successful Challenged -+ Failed

Pucynok 1. Jlocniosicenns ycnivunocmi peanizayii IT npoekmie 3a oanumu The
Standish Group 3a nepioo 3 1994 poxy no 2020 pix [2].

e successful — ycmimui mpoekru, challenged — mnpoextn 3 meBHEME
npoGiiemamu nipu peanizaii, failed — mpoexrw, siki mpoBanmHCH

Kpim toro mocmimxenns The Standish group [3] moBomuth, mo 4nMm OiLIBIIKH i
CKJQ/IHIMMK HPOEKT, TMM BHIIE IMOBIPHICTH MOSIBM TPYAHOLIIB NpPH peajizamil
HPOrPaMHOro MPOEKTY Bi/IOBITHO 10 BUMOT, OIOJDKETY Ta YaCOBUX paMoK (pwuc. 2.),
110 OyJIM BCTAQHOBJICHI HA MOYATKOBHX eTalax IIaHyBaHHI.
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FAILED TOTAL
Grand &% 51% 43% 100%
Large 11% 59% 30% 100%
Medium 12% 82% 26% 100%
Maoderate 24% S4% 12% 100%
Small B51% 32% T 100%

Pucynoxk 2. Cmamucmuxa ycniwnocmi pospo6ku 113 6 3anexcrnocmi 6i0 tio2o
posmipy [3]

Mosa mporpamyBanHs JAVA € ojHi€l0 3 HaiOUIBII TOIMIMPEHHUX MOB
MporpaMyBaHHs Ha Cy4acHOMY PUHKY po3poOku [13. JAVA - me BHCOKOpiBHEBa
MOBa MpOTrpaMyBaHHs, CTBOpeHa KommaHiero Sun Microsystems (3apa3 Oracle) y
1995 pomi. Bona mmpoKo BHKOPHUCTOBYEThCS B 0OaraTbox cdepax, TaKHX SK
po3podka BeO-3aCTOCYHKIB, HayKOBI OOUYHMCIIEHHS, PO3pOOKa INTYYHOTO iHTENIEKTY,
po3pobka MOOITBHUX 3aCTOCYHKIB Ta irop [4]. 3rimHo 3 pe3ynpTaTaMH IOCIHiIKCHb
Ta iHAEKCaMH TOMYJIPHOCTI MOB nporpamyBanHs, TakuMu sk IEEE, TIOBE, JAVA
MOCTIIfHO YTPUMY€EThCS Ha TIEPEIOBHUX MO3MMLIAX [5, 6].

Ane, He IUBIAYNCH Ha CTPIMKHHA PO3BUTOK Taiy3i iHQOpMamiiHUX TEXHOJOTIH,
JOCTIDKEHHST  YCIINIHOCTI 3aBepIieHHsS MNpoekTiB [I3 Tmoka3anu, M0 ICHYIOTh
po06JIeMH i3 JOCTOBIPHICTIO OLHIOBAaHHS TPYIOMICTKOCTI Ta BapTOCTi po3podku I13.
AmHai3 0CTaHHIX JOCIIKEHb 1 MyOTiKaIliif mokasas, 1o 301TbIICHHS JOCTOBIPHOCTI
OIliHIOBaHHS po3Mipy [13 MOXIJIMBO JOCSITTH BPaxOBYIHOUHM TakKi OCOOJMBOCTI, K
(daxTopH cepemoBHINA TPH OLIHKH TPYIOMICTKOCTI po3poOku I13 3a momomororo
Takux napameTpuaHux moxeneit sk COCOMO I Ta inmmx [7].

Tomy ormiHKa po3Mipy MPOTrpaMHOTo 3a0e3MeYeHH Ha PaHHIX eTamax Po3pOOKH
MPOrPaMHOTO MPOEKTY, SIKa BUKOPHCTOBYETHCS B MAPAMETPUYHHUX MOJACISX OL[HKAax
TPYIOMICTKOCTI Ta BapTOCTI € BaXJIMBOIO HAYKOBO-NPaKTUYHOIO 3amauvero. J{ims
JIOCSITHEHHSI JIOCTOBIPHOTO piBHS OLiHIOBaHHS po3Mmipy I13 moTpi6GHi BiamosimHi
MaTeMaTH4HI MOZelI, SKi BpaXOBYIOTb OCOOJIMBOCTI MOBHU NPOTpaMyBaHHs, TaKo1 SIK
JAVA[7].

MeTtol0 i 3aBIaHHSIMM [JIOCHIIKeHHSI € TMIABHIOICHHS JOCTOBIPHOCTI
oniHIoBaHHS po3Mipy JAVA-3acTOCYHKIB Ha paHHIX CTaJisiX po3poOKM Ha OCHOBI
HaOOpiB AaHUX iHQoOpMAaIii 3 METPUK KOIy MPOEKTIB 3 BIIKPUTHM KOJOM 3a
METpUKaMH{ JiarpaMd KJaciB 13 3acToCyBaHHS YOTHPHOX(DaKTOPHOI HeNmiHIHHOT
perpeciitHoi Moerti.

J151st NOCSITHEHHS! TOCTABJIEHOT METH HEOOXiJHO BUPIIINTH HACTYIIHI 3aBJaHHs:
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1. IlpoBectn aHami3 ICHYIOUMX MOJeNied OIiHIOBaHHI po3Mipy JAVA-
3acTocyHKiB. Jlocmizutn ix mepeBaru Ta Hemoutiku. [lopiBHATH icHyrowi mMozeni 3a
KPUTEPISIMU SIKOCT1 pErpeciiHUX MOAENIEH.

2. YpmockoHamuTH YOTHPHOX(AKTOPHY HENiHIHI perpeciiHy Mojenb s
OILIHIOBAaHHA PO3Mipy mporpaMHuX JAVA-3aCTOCYHKIB Ha paHHIX CTaIisIX pPO3pOOKH
3a METpUKaMHM JiarpaMu KJIAaciB i3 3acTOCYBaHHS OaraTOBUMIpHHX HOPMaIi3yIOUHX
NIepeTBOPEHb Ta BU3HAYUTH JOBIPYMI{ iIHTEpBaJI Ta iHTEpBaJ MPOTHO3YBAHHSI.

3. IloOymyBatu noBipumii iHTepBam 1 iHTepBaJ NPOTHO3YBaHHS HENIHIHHOT
perpeciitHoi Mozeni oIiHIoBaHHS po3Mipy JAV A-3acTOCYHKIB.

O6’€xTOM TOCTiTAKEHHSI € TIPOIIEC OIIHIOBAaHHS PO3MIpY KiIBKOCTI PSAAKIB KOIY
JAV A-3acTOCYHKIB.

I[IpeameToM gocail:keHHsl € HENiHIHI perpeciiiHi Momemi Ui OLiHIOBaHHS
po3mipy nporpamHux JAV A-3aCTOCYHKIB.

2. AHami3 iCHyH4YHX MaTeMAaTHYHHX MoJeJjeid sl OUiHKH po3Mipy
JAVA-3acTocyHKiB

Jnst ouiHroBaHHS po3mipy JAVA-3aCcTOCYHKIB 3 BiJKPUTUM KOJIOM II0OYZOBaHO
sk qiHiAHI [8, 9] Tak 1 HeminidHi [10,11,12,13] perpeciiini piBHSIHHS Ta Mozeini B
3aJIeKHOCTI BiA Pi3HOI KUIBKOCTI Ta Bapiamii METPHK 3 KOHLENTYaJdbHOI MOJEIi
mannx y Burmagi UML  miarpam, 3okpema miarpam  kiaciB. Tak B [8, 9]
3allpONOHOBaHI TPhOX(AKTOPHI JMiHIHHI perpeciiHi pIiBHAHHSA Ui OLIHIOBAHHS
JAV A-3aCTOCYHKIB 3 BIIKpUTHM KOJIOM Ta iH(OPMAIIITHUX CHCTEM. AJle, K BiIOMO,
npyu o0Oy/OBI JiHIHUX perpeciiHuX Mozeeil HeoOXiJHO BUKOHAHHS ITEBHUX YMOB,
30KpeMa IOXMOKH IOBMHHI OYyTH pO3MOAIJIEHI 3a HOPMaJbHUM 3aKOHOM, IIO
MOXJIMBO JIMIIE B MOOJWHOKUX BHIIAJKax Ui iHpOpMamil 3 METPUK MPOTrpaMHHUX
3actocyHkiB. Po6ortn [10,11,12,13] nponoHyloTh HemiHiiHI perpeciiini Mozeini 3
PI3HOIO KiJIBKICTIO (hakTOpiB Ta HAOOpiB MdaHHWX, AKi OylIM BUKOPHCTaHI IS
noOynoBu 1ux mozeneit. Tak [10] mponoHye TppoxX(haKTOpHY HENiHIHHY perpeciiHy
MOJIENb AJIS1 OLIHKK PO3Mipy iH(pOpMaIifHUX cucTeM Ha 6a3i Habopy JaHHX 3 poOiT
[8, 9], pobora [11] mponoHye omHO(AKTOPHY HEMiHIHHY perpeciiiHa MOJAENb IS
ouiHroBaHHs JAVA Be0-3aCTOCYHKIB, I1Ii perpeciiini Mozeni He OepyTb 1O yBaru
ocobuBocCTi oriHIOBaHHS JAV A-3aCTOCYHKIB sIKi He € iHpOpPMaLiiHUMH CHCTEeMaMu
abo BeO-3acTocynkamu. PoGota [12] mpomnoHye 4oTpuphox (akTopHy HemiHiiHY
perepciiiHy Mojens Ha OCHOBI mepeTBopeHHs1 J)xoHcoHa 3 cim’i SB, ane BoHa, sk i
[10], mae meBHI OOMEXEHHS TpaHUIp OMYCTHMUX 3HAa4Y€Hb, IO HAKJIAJCHE
HOpMaJi3ylounM TnepeTBopeHHsM. KpiMm Toro, pob6ora [12] moBoauTs, mo 3i
30UTBIIEHHSM (DaKTOPIB HENIHIHHUX perpeciiHiuX MOJelel, 3MEHIIY€EThCS IMUpUHA
iHTepBally NMPOTHO3YBaHHS Ta JOBIPYOro iHTEpBaily, Iie, B CBOIO Yepry, JO3BOJISE
BpaxyBaTH ONTHMICTHYHHI Ta mecuMicTHUHUA cueHapii. Y [13, 14, 15] moBexeHO
II0 3aCTOCYBaHHA BHOIpKM OUIBIIOr0 pO3Mipy Ta METOMIB MEPEeXpEecHOro
3arBep/okeHHs  (Cross-Validation) mo3Bosisie  jocartd  OinmbImoi  CTIMKOCTI  Ta
HaJIHOCTI perpeciiiHMX Mopeneil y MOpIBHAHHI 3 PerpecifHMMH MOIENsIMH, SIKi
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noOynoBaHi Ha BHOIpKax 3 BiHOCHO HEBEIMKHM pPO3MIpOM Ta 0€3 3aCTOCYBaHHS
METO/Y NIePEXPECHOT0 3aTBEPPKCHHSL.

Jns mopiBHAHHI MaTeMaTHYHUX MOJENEH 3a KPHUTEpiMHU SKOCTi, Oynu 3i0paHi
JaHi 32 METpUKaMH mporpamHoro koxy 571 JAVA-3acTOCyHKIB, pO3TallOBaHUX Ha
miarpopmi  GitHub  (https:/github.com). 3a momomororo inctpymenty CK
(https://github.com/mauricioaniche/ck) oTpumaHi HAacTymHI METPHKH: KiIbKiCTh
pankiB koxy (KLOC), 3arampna kinbkicts kiaciB (CLASS), 3aranbHa KUTBKICTB
VHIKQIPHHX BHKIMKIB Meroxy B kimaci (RFC), 3arampHa KUTBKICTH 3Ha4YeHb
sryproBaHocTi MerofiB kimacy (LCOM), 3arambHa KiJbKiCTh CTaTHYHUX METOJIB
(SMQ), 3arampHa KimbKicTh BuIUMHX MeToAiB (VMQ), 3aranpHa KiTbKiCTh
atpu6yTiB knaciB (TFQ), 3B’s3HicTe Mk kmacamu (CBO). Lli merpuku MoxkHA
OTpUMAaTH Ha paHHIN CTafil MPOEKTYBAaHHS 3 KOHIENTYaJbHOI MOJEIN 3aCTOCYHKY.
Otpumanuii Habip naHWX OyB pO3ALICHWHA BUIIAIKOBUM YHMHOM HAa HABYAIBHY i
TECTOBY BHOIpKH 3 po3MipaMu B 286 Ta 285 psaakiB naHux BigmoBigHo. Pozmomin
MeTpuk BimHOocHO KLOC HaBeneHi Ha puc. 3.

JInst OLiHKM JOCTOBIPHOCTI NPOTHO3YBAaHHS perpeciiiHuX Mojenell Ta piBHSIHb

BUKOPUCTOBYIOTBCS TaKi KpUTEPIi SKOCTI, sIK KoedillieHT neTepMiHamii ** , 3HaYCHHS

MMRE [14] 1

CepeZ[HBOi BCIIMYUHU BiZ[HOCHOI MOXUOKH 3HAYCHHA Bi}lCOTKa

nepe0aueHHs JUIs PiBHsL BiTHOCHOT OXuOKH 0,25 - PRED (0.25) [14].

Koedimient gerepminarii ** BH3HAYAETHCS AK

" . S85E
RE=1-"02 O
e SSE cyma kBazpatiB 3amumkis (the residual sum of squares) ab6o cyma

SSE =% (v, - f".-}'; 55T
), 55T = ZiL, (¥ - 7)°

kBagparie mommiok (the error sum of squares),

3arajibHa cyma kBazpartis (the total sum of squares

Kpurepiit MMRE yysnauaeren six

—Llvw )
MMRE = _ XL, MRE, @

e MRE; _ 3HAYCHHS BEIMYHUHM BiMHOCHOI MOXHOKH A i-TO PSAAKY HaHUX
BHUITIaJKOBOT BEIMYNHHU

(o
MRE, = |22

vi 3)

3Ha4YeHHS BiICOTKA MepeadadeHHs As piBHA BigHOCHOT moxuOku 0,25 PRED,

Loy (L if MRE, <0.25
2 = =5 !
PRED(0.23) NE'=L{ 0. otherwise ()

JlOCTOBIpHICTh OLIHIOBAHHS PErpeciiHUMU MOJEISIMU BBAXKAETHCS HPHUIUHSITHOIO,
SIKIIO 3HAYCHHS MMRE = 0 '25, 3HAYCHHS PRED ':U '25] = U'?S. 3HaueHHs R*

BBA)KAETHCS MPHIHATHUAM, SKIO BOHO Oinbie 3a 0,75 [17].
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VY pobori [13] icHyroui perpeciifHi Mozmeni i pIBHSHHS OILIHIOBaHHS PO3MIpY
pankiB koxy JAVA-3actocyHskis [8, 9, 10, 11, 12] 6ynu nepeBipeHi 3a MHOKHHHHM

koedirieHToM aerepMiHaril R (1), cepenHpOIO BETMYMHOIO BIAHOCHOI MOMMIIKH

. . . 2
BIIHOCHOT TOMMWJIKH MRE (3) menmi 3a 0,25, PRED (0.25) (4). Pesymbrar
NIepeBIPKHY TT0Ka3aB IX He3aJOBUILHHI PiBEHb JOCTOBIPHOCTI SIK JUIS HABYAJIBHOI TaK 1
JUTSL TECTOBOT BUOIPOK.

Tak ominkn R o MMRE 1, FRED(0.25) JUISL JTiHIHHUX perpeciiiHuX piBHSIHb
[8, 9] Buiinum 3a Mexi MOMYCTUMHX 3HAUCHb, IO CBIIYHTH MPO BiJICYTHICTH
JOCTOBIPDHUX  OIIIHOK  KUIBKOCTI  psAAKiB  komy a1t JAVA-3aCTOCYHKIB.
TproxdakropHa HemiHiliHa perpeciiiHa Mozens [10] He Moxke OyTH 3acTOCOBaHa,
OCKITBKM 4epe3 OOMEXKEHHs HOpPMAaJi3yloUHX IMEpeTBOPEHb 3HAYCHHS OIL[HKH
KUTBKOCTI PSIIKIB KOAY HE iCHYIOTH I 242 TOYOK 3HaueHb HaBYAJILHOI BHOIPKU Ta
st 236 TOYOK 3HA4YeHb TECTOBOI BHOIPKHM depe3 OOMEXEHHsS HOPMali3yrodoro
nepeTBOpeHHs1. B cBoro yepry doTuprox(akTopHa HeNiHiiHa perpeciiiHa Mojelb
[12] He Moxe OyTH 3acTocoBaHa I 22 TOYOK 3HAYEHb HABUAJIBHOI BUOIPKH Ta JUIs
25 TOYOK 3Ha4YeHb TecTOBOI BHUOIPKM dUepe3 OOMEXKEHHS HOPMai3ylouoro
nepeTBopeHb. He3anoBibHI 3HaUeHHS! KPUTEPIiB MOXKYTh OYTH BUKIMKAHU Pi3HUMHU
MPUYMHAMH, 30KpEeMa, HOPMaNli3ylodi IMEepPEeTBOPEHHS iCHYIOUHMX MOJEICH MOXYTh
MaTH TIeBHI OOMEXEeHHs, 3MiHaMH B MOBi mporpamyBaHHS JAVA Ta migxomax
po3poOku 113, mo BIIMBAIOTh Ha CTPYKTYPH Ta CHHTaKCHC MPOTPAMHHX IPOEKTIB,
HEIOCTaTHIH piBeHh 00 €KTHBHOCTI TPEACTABICHHS TEeHEPaJbHOI CyKYIHOCTI
BHOIpKaMH, Ha OCHOBI SKuX OyJM oOyaoBaHI MaTeMaTHYHI MOJIE, TOILO.

B po6orti [13] 6yno moGynoBaHo ogHodakTOpHI HENiHIMHI perpeciiiHi Moxenen
UL OLIIHFOBaHHs KinbKoCTi pszikiB koxay (Y) B 3aiexHoCTi Bij KimbkocTi kiaciB (X)
Ha 0a3i HOpMAaIi3yHouMX MEepEeTBOPEHb JeciITKoBoro jorapupmy, bokca-Kokca i
IxoncoHa ciM’i SB  Ta nmBodakTopHy HemiHIMHY perpeciiiHy Monenb Ha 0asi
HOpMaJi3yo4oro neperBopeHHs [IxoHcoHa cimM’i SB i3 3acTocyBaHHsAM BHIIE
HaBeJICHUX HABYAJBHOI i TeCTOBOT BHOIPOK (32 METPHKAaMH KUTBKOCTI KiIaciB X1 Ta X2
— 3araJpbHOI0 KIUTBKICTIO BHIMMHX METOMIB KiaciB). Pe3ynbraTu mNOPIBHSIHH

R® MMRE ,

1 BIACOTKOM IIPOTHO30BaHUX pE3YyJIbTaTiB, Uil SKHUX BEIUYUHH

OTpPUMaHHX HEJHIHHNX perepciiHuX MoeNel 3a KPUTEPIsIMU SKOCTI

PRED (0,

25] Hasejeni B TaGummi 1.

Crmip 3a3HAYUTH 100 3HAYEHHS R_, MMRE Ta PRED {0'25] CYTTEBO HE
BiJIPI3HSAIOTBHCS 11 OMHO(DAKTOPHUX HENHIMHUX perpeciiHux MoJeseil Mik co00r0
it 06ox BuOipok. [loOymoBana mBodakTopHa HeEINiHIMHA perpeciiiHa Momenp i3
3aCTOCYBaHHS MEPETBOPEHHS JIECSATKOBOIO JiorapiudmMa Mae HalKpall MOKa3HUKH Y
MOPiBHSHHI 3 TOOYIOBaHUMH B po0OTi [13] HeNMHIHHIMY perpeciitHIMU MoJIeNei He
JIMBIISTYNCh Ha 3aCTOCYBAaHHS CKJIAJAHHX HOPMAJi3ylOuHX IepeTBOpeHb._ lle
HOSICHIOETBCS. THM, IO BBEACHHS [OAATKOBOI HE3aJeXKHOTro (aktopy perpecii
HiJIBHIIY€E TOCTOBIPHICTh OLIHIOBAHHS 3aneXHOI 3MiHHOI. Monenb (23) mMae BUCOKI
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R® ., MMRE

3HAUCHHS KPHUTEPIiB SKOCTI
PRED (0,23)

Tabauusl

Kpurepii sikocti opHOGakTOpHHX Ta ABOMAKTOPHHUX HETIHIHUX perpeciiHux
MOJIeJICH

Ta 3a70BUIbHE 3HAUCHHS KPHUTEPIIO SIKOCTI

Haguanbsna Bubipka TecroBa Bubipka

MaremaTHuHa MOJIENb
PRED
(0,25)

PRED

2
R MMRE (0,25)

R? MMRE

OnnodakropHa HemiHilHA
perpeciiina Mmozaens Ha 6a3i
[IEPETBOPEHHSI IECSITKOBOIO
norapubmy

0,7266 03522 04720 0,7170 0,3350 0,4632

OnnodakropHa HemiHilHA
perpeciiina moztens Ha 6a3i 00,7291  0,3514  0,4790  0,7159 0,3354 0,4780
neperBopeHHst bokca-Kokca

OnnodakropHa HemiHilHA
perpeciiina Mmozaens Ha 6asi
neperBopeHHst JKOHCOHa
cimeiictBa SB

06825 03593 04790 0,6616 0,3417 0,4702

JIBodaxTopHa HemiHilHA
perpeciiina Mojiens Ha 6a3i
MIePETBOPEHHSI IECITKOBOTO
norapupmy

08002 0,2332 06853 0,8981 0,1964 0,7158

Omxe, icHyl9i perpeciiftHi mozem i piBasHHA [8, 9, 10, 11, 12, 13] Oymnu
TiepeBipeHi 3a MHOKHHHIM Koe(illieHTOM JeTepMiHalii * , cepeHbOI0 BETHIHHO
BIZTHOCHOT TOMMJIKH MMRE 2

. . . 2
SIKAX BEJIMYMHH BiJHOCHOI MOMMJIKH MRE (4) menmi 3a 0,25, FRED (0.25) (4).
Pesynmprar mepeBipkm TOKa3aB iX HE3aJOBUIBHUI pIBEHb OCTOBIPHOCTI A
HaBYAIBHOI 1 TecToBOi BHOiIpoK. TakuM YHHOM BHHHKAa€ HEOOXiJHICTH

BIOCKOHAJIICHHS ICHYIOUMX MOJIENICl U1 OLIHIOBaHHS KUTBKOCTI PSIIKIB KOy
(KLOC) JAVA-3acTocyHKiB.

i BiICOTKOM IPOTHO30BAHUX PE3yJbTaTiB, IS

3. Mertox nodynoBM HeJiHiliHOI perpeciiinoi Moxei

3a3Buuaif fmaHi 3a METpPUKaMH MpPOTPAMHOTO KOJYy HE PpO3IOIUIeHI 3a
HOPMaJIbHUM 3aKOHOM, IO POOHTH 0OMEKEHY MOXKIIHBICTE BUKOPUCTAHHS JIiHIHHAX
perepciiiHAX Mojenei IJIsi OmiHIOBaHHA po3Mipy psakiB xomy I13. Teopermunoro
YMOBOIO 3aCTOCYBaHHsI JIHIHHUX perpeciiHuX Mopeneil € HOPMAaJIbHHUH PO3MOJiN
0araToBHUMIpHHX JaHHX a00 HOpMaJbHUH PO3MOMiN 3anuiukiB perpecii €. Tomy y
BHUIIAJKY OLIHIOBaHHA po3Mipy JAVA-3aCTOCYHKIB HEpexXoasiTh O 3aCTOCYBaHHS
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HENHIHHNX perpeciiHuX Mozeneil. 11 mNoOynoOBM HENMHIHHHX perpeciiHux
MOJIENIeH ISl OI[IHIOBaHHS KiJIBKOCTI psIKiB Koxy JAVA-3acTocyHKiB Oyino oOpaHO
METOJAHU, 3acTOCOBaHi y poOortax [16, 17], sKi IpyHTYIOTbCA Ha 3aCTOCYBaHHi
B32€EMO3BOPOTHHX HOPMAJIi3ylOUMX MEpPEeTBOPEHb 3 ITEPaTUBHUM BHIAICHHIM
BUKH[IB. Y BUIAAKY BUSBICHHS BUKHIY, METOJ TMOBEPTAEThCS A0 MEPLIOTO KPOKY,
BHUKOPUCTOBYIOYH Moau(ikoBaHy BHOIpKY 0€3 BHSBICHOTO BHKHIY 3 MONEPEIHBOT
iTepamii. 3acToCcyBaHHS HOPMAJi3yIOUMX IIEPETBOPEHb IO3BOJSIE MEPEUTH 1O
NoOyOBY JIHIHHUX perepcifHuX Mojeledl Ha OCHOBI HOPMAaTi30BaHUX AaHHX i3
MOJANBIINM IX IIEPEeTBOPEHHSIM B HEJIHINHI perpeciiHi Mozeni.
HemniniitHa perpeciiina MoJeIb Ma€ TaKHi 3aralbHUN BATIIA]

V=FX. .. 'XL"E:IY (5)

ne €& — BumagkoBa BenmunHa (BB) posmozpineHa 3a HOPMaJdbHUM 3aKOHOM,

E =J'.|"':El.cr§]’

sKa BU3HAYa€ 3aJHIIKH, F'_ wenimiitna perpeciiina Monens Ha

ocroi ¥ - (axTopis, ¥ anexma sminma KLOC.

Ha mepriromy Kporti MpoBOAMTHCSI HOpMaTi3allil HerayCiBChbKIX 0araTOBHMIipHUX
JaHUX.

Hexaii  B3a€M0O3BOpPOTHE  OaraToBHMipHE  HOpMali3yloue  IE€pPEeTBOPCHHS

P={V.X.X....,

.
HeFayCCiBCI:KOFO BUITAAKOBOI'0 BEKTOpa XF\L} y FayCiBCBKPIfI

BUIIQJIKOBHH BEKTOP T={2ydyniy....Q F:}T 3aJJaHO SIK
T'=y(P) (6)
ObepHeHe nepeTBOpeHH 10 (6) Ma€e BUTIISA
P =y (T) @
e ¥ o- BEKTOp B33a€EMO3BOPOTHIX (YHKILIH HOPMai3yl04oro IepeTBOPEHHS,

VR U T T o
Jis HopMaizanii 6araTOBUMIpHUX HETayCiBCHKHUX MaHWX HABYAIBHOI BHOIpKH
0yi1o 00paHO B3a€MO3BOPOTHE HOpMallizyroue neperBopeHHs1 bokca-Kokca [18], sixe
38/1a€ThCA SIK
z o[-/ 2=
in(X), ifA=10 ®)
ne A — napametpu neperBopeHHs bokca-Koxkca.
Jns OmiHKM mMmapaMeTpiB HOpPMali3ylodoro meperBopeHHs (6) Oymo oOpaHo
METOJ METOJT MAKCUMAaJIbHOT MPaBIONOI0HOCTI
g — @rg max e
g ©)
g

ne I(g) . norapupMiuHa (GYHKIiS NpaBAONOAiIOHOCTI,

IepEeTBOPEHHS 6= {‘:"'J.}"Z e }"n}, k. po3MipHicTh OaraTOBUMipHUX AaHuX. st
neperBopeHHsi bokca-Kokca norapudmiuna ¢ynkuis npasaomnoxionocti [19] s
0araTOBIMIpHUX JaHUX 3aJIaHO SIK

1(%,8) = Ty (4 — 1) ZX n(X;,) — 7 inldet(5,)]

- BEKTOp MapaMeTpiB

(10)
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ae N po3mip BHOIpKH, 3w BHOIpKOBa KOBapialiifHa MaTpHILT

Sy = iz.}r:l{zl. —INzZ, -7
] 2=(2,, 200 2) . Z

Je “i - rayciBCbKHI BHIIQJKOBHI BEKTOD, - - BEKTOp

(1)

= - = T

BUOIPKOBHX CepejIHiX, Z=2.Z;5..., 27T
Ha gpyromy Kkpomi BUKOHYeTbCS THepeBipka HOPMAJIbHOTO PO3MOILTY
0araTOBUMIpHUX JaHUX 32 JOTOMOIol0 KpuTepito Mapmist [21], skuii IpyHTYeTbCS
Ha BIJIOBIJHOCTI HOPMAIFHOMY 3aKOHY PO3IOJIIY IapaMeTpiB OaraToBHMipHOI

acuMeTpii (-'gl k) Ta excrecy (_g: k)

Bui = = TN, I [ - X7 syt - )]

(12)
1 5T e .17
Brie = 3 Tl - DTS5 % - DI 13)
e X - k-pOSMipHI/Iﬁ BEKTOD BHIIAJKOBOI BEJINYUHH, X = ':XL' X: """ XF: ], a 5?-'

— 3MilIeHa BUOipKoBa KoBapialiiina matpuild 6aratouMipHoi BB X, Bu3HaueHa sik

Sy = <IN, (% -0 -0,

v (14)

e X - I1e BEKTOp BUOIPKOBHX CEpeAHiX,
3a tectoM Mapnist odikyBaHa acUMeTpist GaraTOBHMIpHHMX JaHUX JOpiBHIOE 0,

=By BT

pit

. . 2 .
OUIKYBaHMH €KCIeC CTaHOBUTbH k(k +2) Ul 6araTOBHMIPHOTO HOPMAJILHOTO
3aKOHY pO3MOALTY.

s Bir 3aCTOCOBYETHLCS] TECTOBA CTATUCTHUKA
N -
-, =¥
5."31.». =X ’ (15)
AKa Mae HaGwkeHu# posmozin X 3 k(k+ 1)k +2)/6 CTyNeHsMH cBOOOaN
Ta piBHEM 3HAYYIIOCTI Q.

l—& N

Hﬂf{ -Irj‘: k y ﬂKOCTi TECTOBOI CTATUCTUKHU BUKOPUCTOBYETHCA KBAaHTHJIb
. . = 2
HOPMAJIBHOI'O 3aKOHY PO3MNOAUTY 3 MAaTEMAaTUYHUM CIIOAIBAHHAM IJ' k{k + _] Ta

o* = 8k(k + 2)/N
Bog = Ny_g(p %) (16)

JIHCTIEPCiEr0

Ha mpomy kpoui GaraToBHMipHI BHKHAM i3 0araTOBHMIpHHMX HOpMalli30BaHHUX
JNaHUX 3HAXOAAThCSA 3a METONOM KBajapaTy Biacrani Maxananobica [22].
BusHauaeTbcs 4K € 0JjHA OaratoBHUMipHA TOUYKa i3 HAOOPY JAaHUX BHKUIIOM, SIKIIO B
0araToOBIMipHOMY HETayCiBCbKOMY Ha0Opi TaHUX € 0araTOBUMIpHUI BUKU, TO TaKy
TOYKY BIJKHAAIOTh 1 BIIOYBa€ThCA Tepexil A0 TEpIIoro eTamy, iHakme o
HACTYIIHOTO eTally. 3HaueHHs KBaapary BiacTaHi MaxamaHoOica Ie eleMeHTH

g’ NxN

TOJIOBHOT JliaroHaii MaTpuLi = , po3MipoM

= {z,- —E:IT.S';JL{Z[—E]‘ 17)
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ne S — sumimeHa BHOipKOBa KoBapiamiiiHa Matpuis (14), Z _BB 3 HOPMaJbHUM

df.i=12,...N

pO3H0}IiJ’IOM. CyTI: ObOT0 METOAY IOJISIra€ B TOMY, 11O 3HAYCHHA ! ,

AKi MepEBUINYIOTh 3HAUCHHS KBAHTHIIIO PO3TONLTY # JUIT piBHA 3HAUYIIOCTI o
BBQ)KAIOTHCS BUKHUJAMH 1 BUKIIOYAIOTHCA 13 BHOIPKH. 3a3BM4Yall BUKOPUCTOBYETHCS

0,005

3Hauenns & = JIS IHOTO METOLY.
Ha Tperbomy kpoui BimOyBaeTbes moOymoBa JiHIHHOI perpeciiHoi Moneni Ha
OCHOBI HopManizoBaHo'l' 6araTOBI/IMipHo'1' Bn6ip1<1/1 KA Ma€ BUTIIS

Zy=Iy+e=bo+b I, +bZo+ .+ by +z 1)

ae bo byubavwn by OLIHKM NapaMeTpiB JiHIHHOI perpeciiiHoi Monemi, sKi
3HaXOAATHCS 32 METOJIOM HalMEHIIINX KBaJPaTiB.

Ha uerBepToMy Kpoli HEOOXiZHO NEpeBIpUTH PO3MOALT 3AIHIIKIB perpecii €
no0OyaoBaHoO1 JiHIHHOI perpeciiiHoi MOJemi Ha BiINOBIIHICTF HOPMAJIBHOMY 3aKOHY
posmoxiny. SIKImIO pPO3MOAIN 3alNHIIKIB JTiHIHHOT perpeciiiHoi Moaem s
HOPMaJIi30BaHMX JaHUX HE € HOPMaJIbHUM, TOJI HEOOXiTHO BIAKMHYTH TOYKY JaHUX,
VIS SIKOT MOJTYJIb 3QUTHILIKY € MAKCUMAJIBHHUM i IIOBEPHYTHCH 10 HEPIIOro KPOKY.

Ha m’stomy kpomi, micis moOymoBu Mopeni miHiiHOI perpecii (18) mus
HOPMaJIi30BaHUX JaHHX, 3aCTOCYBABIIH 3BOPOTHE HOpMallizytoue neperBopeHHs (7),
HelliHifHa perpeciiiHa Moelb Oyie MaTH HACTYITHUH BHIIIS

Y=yrt(Gy+6) =i (Bo+ 5,2, 4 By + -+ B2 + £) (1)

ne EIE"E'L - (yHKLiS 3BOPOTHROTO HOPMAJI3yIOYOTO IEPETBOPEHHS IEPETBOPEHHS
OIIiHKY JIiHiITHOT perpecii.

Ha mioctomy kpoui mnoOymnoBu HemiHiHHOI perpeciiiHoi Mopenmi, OyayeTbes
BEpPXHs Ta HWKHS TPAHHUI iHTePBATy IPOTHO3YBAaHHS Ta MPOBOJIUTHCS MOIIYK TOYOK
3HAUeHb SIKi 3HAXOJAThCS 1032 IHTEpBaJaMM MPOTHO3YBAHHS, SKIIO TaKi TOYKH
3HAlJIeHl, TO BOHM BBaXAIOTHCS BUKMIAMH 1 BWIIy4alOThCs i3 BHOipku. ['paHmuiii
iHTepBaJliB TPOTHO3YBaHHA HEINIHIITHOT perpecii BH3HAYAIOTHCS 3a HACTYITHOIO
¢dbopmyoro

- - 1z

Vo= vt (Fr t tagenSs, {1 + 24+ @3 Fs72 @) )

} ; (20)

v=N-—k-— R 1 CTYIEHSIMH
. y a2y -20) 73

cBoOOM Ta /2 - piBHEM 3HAYYIIOCTI; v X - BekTOp

LEHTPaTbHUX (hakTopiB(perpecopis), SIKAI MICTHTh 3HAYCHHS

{ZL[—EL.E:E—E: ---- Z'i_zk};sz-kx'k
52 = [qu.gzr]

e tn’."! ' - KBaHTHIIb t-po3n0111ny CTL}O)IeHTa 3

MaTpuLs

(1)

e qu-gzr = E'x—l.{zrﬁ - z_ﬁ'}{z?’i - f?’}, qr=12,....k
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4. TlodynoBa 4oTHpPbOX(paKTOPHOI HediHiiiHOI perpeciiiHoi mMopedi
JJ1s OLiHKHU po3Mipy JAVA-3acTocyHKiB

JInst MOCSTHEHHST METH TABHIIICHHS JIOCTOBIPHOCTI oIliHroBaHHs po3mipy KLOC
(Y) JAVA-3acrocyHkiB, moOyayeMo YOTHPbOX(AKTOpHY HENiHIHHY perpeciiuy
MOJIENb Ha OCHOBI HaBUYaJIbHOI BUOIPKOIO HaHMX (puc. 3) 3a mapaMeTpaMu KiJbKOCTI
kiaciB (CLASS) Xi, 3arapHOI0 KUTBKICTIO YHIKQJIBHUX BHKJIHKIB METOJIB B KJacax
(RFC) X2, cepenniM 3Ha4eHHSM KiTbKOCTi 3B’s3KiB Mik kiacamu (aCBO) X3 ta
cepeqHiM 3HaueHHsIM KimbkocTi public Ta protected meroxmiB Ha kimac (aVMQ) Xa.
Bubip HaBemeHux ¢(akTopiB perpeciiiHoi Mopeni 3poOieHHH 3 ypaXyBaHHSIM
MYJIBTUKOJIIHEAPHOCT], OCKUIBKM BHCOKHU PiBeHb KOpEJLii (akTopiB perpecii Mix
co0010 MiABUIIYE YYTIMBICTh MOJET 1O BHIAAKOBHX 3MiH Y NaHUX, 3HIKYE
CTa0UIBHICTE MOJENI Ta POOWTH OIIHKY Bar HapaMeTpiB MOJENIi MEHII TOYHOIO.
BincyTHiCTh MyJIBTHKONIHEAPHOCTI BH3HAYE€HO 3a 3a KOE(Ili€EHTOM BIUIUBY
mucnepcii (VIFs) ms ¢axropis perpecii. st 6aratodaktopHOi perpeciiHol Moxeni
3 k-dakropamu Xi , i=1 2,...k, xoediuiearn VIFs mpexcrasieni aiaroHanbHEMH

eIeMeHTaMH O0EpPHEHOi KOpEeNsiiHO1 kX k Marpumi. SIKmo 3HaYeHHS
koedimienty VIF mepesumrye 10, To e CBiAYMTH NMPO HAsABHICTH MpoOiieM i3
MynbTHKONIHeapHicTIO [20]. Hus dakropi X1, X2 , X3 Ta X4 3HaueHHS Koe(illi€HTIB
VIFs nopisHIOI0TH 6,3, 6,5, 1,3, Ta 1,2 BiINOBIZHO, IO CBIAYUTH MPO BiJCYTHICTH
MYJIBTHKOJIIHEApHOCTI MK (akTopamu perpeciiiHoi monemi. bararoBumipHni naHi
Oy mepeBipeHi 3a KpurepieM Mapnist Ha BIANOBIIHICTH HOPMAJIbHOMY 33aKOHY

po3moainy ans pieHs 3Hauymocti & — U'UUS. PesynbTaTi nepeBipKy MOKa3ajH, 1o
posnonin m'stuBumipaux nanux Xi (CLASS), X2 (RFC), X3 (aCBO), X4 (aVMQ) Ta
Y (KLOC) e HeraycCiBCHKMM, OCKIIBKM TECTOBAa CTAaTHCTHKA JJsi 0araToBHMipHOL

acuMeTpii (V-5 /6 =12707.58) UMX JaHUX [epeBulllye 3HaueHHs 60,27

KBaHTIIIIO PO3MOALNY & , ;s 35 crymeHiB cBoGOM, T2 3HAYEHHS GAraTOBMMIpPHOTO

g, = 399,58

ekcrecy F2 , O € OIIBIINM 3a 3HAYCHHS KBAaHTIIIO po3moniny ['ayca,

sSKe CTAHOBHUTH 37,55, ne "t = 35 Tta T % [_'|,';|';|. OTxe mepexin 10 moOymaoBH

HENiHIHOT perpeciiiHoi Mozeni € BumpaBmaHuM. HerayciBcbKi JaHi HaBYaIbHOL
BUOIpKM Oynu TEpeTBOpEHI B TayCiBCHKI JaHi i3 3aCTOCYBaHHS HOPMATi3yIOUOTO
TIEPETBOPEHHS Boxkca-Koxca. Oninku mapameTpiB 0araToBUMipHOTO
HOpMaJIi3ylo4oro mepeTBopeHHs (8) 3amexxHOoro ¢akropa Y Ta HE3IKHUX

daktopiB X1, X2, X3 Ta X4 MalOTh HACTYNHI 3HAYCHHS Ay = _U'UED]‘E’E,

Ay, = 0014653 1, =-0028591 1, =0650391 _ 1, =—002

) )
BIAMOBIHO Ui ocTaHHbOl iTeparii. OI[HKY NapamMeTpiB MepeTBOPEHHs OyIio
OTPUMaHO 3a METOJOM MAaKCHMAJIbHOI MPaBAOMOMIOHOCTI A OaraTOBHUMIipHHX
nanux [19] nusixom makcuMizauii gorapudmiunoi ¢yHkuii mpasmononioHocti (9).
Ha npyromy kpomi Oyi0 BH3HAY€HO i BHUKIIOYEHO i3 BHOIpKH 25 GaraToBHMipHHX
BUKWAIB 13 HopMaii3oBaHoi BHOIpkH. Ha ocrasHiil iTepamii OGaraToBUMIpHI
HOpMaJli30BaHi JaHi Oynu TepeBipeHi 3a Kpurepiem Mapais Ha BiANOBIIHICTH
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HOpPMAaJIbHOMY 3aKOHY pO3mojiry juis piBHA 3HauymocTi 0=0,005. PesynbraTh
MEPEBIPKH MOKA3aJM, MI0 PO3MOAUT IM'ATUBHUMIPHUX NaHWX Zi1, Z2, Z3, Zs4 Ta Zy €
HOpPMAaJIbHUM, OCKIIBKM TECTOBa CTaTHCTHKAa I OaraToBUMIpHOI acHUMeTpii

N-B,/6 = 56,36

OUX JaHUX He TepeBHUlye 3HaueHHA 60,27 KBaHTHIIIO

posnoginy &, nnst 35 crymeHiB cBoGOAM, Ta 3HAYEHHs GAraTOBHMIPHOTO eKCIeCy

g. = 35,29

H2 MEHIIe 3a 3HaYeHHs KBaHTWIA posnoniny ["ayca, sike craHoBUTH 37,70,
ne m =35 Ta o= 1,05 Jani mig HOpManizoBaHHMX JJAHUX MOOYJOBaHO JIHIHHY
perpeciitHy MoJieb
.ZJ:.Z}+E = IJD+IJLZL+IJ:.Z:+ngg"‘l[J_-l_z_‘_‘l'E. (22)

OwiHKE mapameTpiB 4OTHPHOX(AKTOPHOI JiHIMHOI perpeciiiHoi Monenmi Ha
OCHOBI HOPMAJi30BaHHX IaHUX, OTPUMaHI 3a METOJOM HaWMEHIIHMX KBaJparTiB,
CTAHOBTIATE by = —4.?26846’ b, = 0,23892 ﬁ’ b, = U.?Eﬁ‘l-‘l-Ey
by = —-0,089933 , b, = 0.415064

LlnsxoM 3acTocyBaHHS 3BOPOTHHOTO HOPMAJIi3yrodoro meperBopeHHs (7) mo
niHiiHOT perpecii (22), dYoTHpboxX(aKTOpHA HETiHIHHA perpeciiiHa MOIeTb Mae
HACTYITHUI BUIJIAT

V=ur'(Zy+&) =wp (by+ b2 + 0,20+ byl + b2+ 6) 23)

Ha mocromy kpori, mms mozeni (23) moOyzoBaHO iHTEpBal MPOTHO3YBaHHS Ta

BUSBJICHO 6 BUKHU/IB, IKi OyJH iTE€paTUBHO BIUIIYYEHI 13 HOPMaIi30BaHOI HAaBUAIBHOL
BuOipku. [y ocTaHHBOI iTepalii 3HaYeHHs HOpMalli30BaHUX BHOIPKOBUX CepeIHiX

E_J_ .Z_: E‘_g ra 44 crapopmsTs 2031137 7747876 3,375148 , 1530621
BianosigHo. KBaHTWIB i--porsnozliny CrprosesTa tajzw = 2,594580 IUIL PiBHA
sHauymocri & = 0.01 15 250 CTYIEHIB CBOGOMM; Sz, = 0.137762 Ob6epreHa

matpuus (14) mae Burisin

0,0758., —0,1071, 0.0195, 0.0430
g-t - |—0.1071, 0,1556, —0.0285, —0,0645
Z 7| 00195, —0,0285, 0.0121. 0.0058,

0.0430, —0,0645, 0.0058, 00708

YoTtuproxdakTopHa HeliHiliHA perpeciiiHa Moens modynoBaHa 3a 32 ireparii, 3
6araToBMMIpHHX HOpPMaJli30BaHUX JaHHUX Oyso BuiIydeHO 31 GaraToBUMipHY TOUKY
SIK BUKUI.

Jnst 9oTHpboX(PaKTOPHOI HENiHIMHOI perpeciiiHoi Mojeni 3HaiineHo NoBipuwit
iHTepBaJ, IKHI Ma€ HACTYITHUH BUTIIAL

. - 1z
Vor =yt (z:' Tty pdz, { ,_J:r +(ZF sty ]} J
‘ . (24)
5. PesyabTaTn

OTpuMaHy 4OTHPHOX(AKTOPHY HENiHIHY perpeciiiny wmonens (23) s
OLIIHIOBAHHS KIIBKOCTI psIKIB Koxy JAV A-3aCTOCYHKIB IEpeBipeHO 3a JOIOMOTOI0
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KpHUTEPIiB SKOCTI perpecifHux Mopenei R 0 MMRE 1, FRED (0 '25], SIKi MalOTh
3HaveHHs 0,8242, 0,1621 Ta 0,8042 BignoBiaHO s HaBYaIpHOT BHOipku Ta 0,8981,
0,1536 Ta 0,8211 BixnmoBigHO AJS TECTOBOI BUOIPKH, IO CBIAYUTH PO MPUHHATHUHA
piBeHb OOCTOBipHOCTI OWIHKK po3Mipy JAVA-3acTOCyHKIB 3a JOHOMOTOIO
OTPUMaHOI HeJNiHiIIHOI perpeciiiHol Moaeni y HOPiBHSAHHI 3 iCHYIOUHMH JIIHIHHUMH
perpeciiHIMH piBHAHHSAMH Ta HETIHIHHUMH perpecitHuMu MojaensMu 3 podotu [13]
(tabm. 1).

Jnst TIOpIBHSHHSA JOCTOBIPHOCTI IIPOTHO3YBaHHS Ta SIKOCTI OTpUMAaHO1
perpeciitioi Mozeni (23) moOyaoBaHO iHTEpBaJ IPOTHO3YBAHHS 3a HABYAIHLHOIO
BUOIpKOKO sl 0fHOGAKTOpHOI HeMiHiHOT perpeciitnoi Moaeni oninku KLOC Bix
napametpy KinbkocTi kiaciB (CLASS) X Ha 0CHOBI HOpMaITi3yI0uoro MepeTBOPEHHS
Boxkca-Koxkca 3 podotu [13].

[oni6bHo 10 oTpuMaHOI YOTHPHOX(AKTOPHOI HETIHIHHOI perpeciiHOi Mozmemi
(23), omHOdakTOpHA HETMiHIKHHA MOJENh NOOYIOBAHO 32 TUMH X MeTtoaamu [16, 17],
mo 0a3yloTbCs Ha CTaTHCTHYHOMY aHami3i  0araTOBHMIpHUX JaHHX Ta
06araToBIMMIpHHIX B3a€MO3BOPOTHHX HOPMANi3yIOUHX IEPETBOPEHHSIX.

Omuinku nmapameTpiB nepetBopeHHs: bokca-Kokca ogHO(aKkTOpHOT MOETI MalOTh

A,=0,002738, i, =0,030707

HaCTYIHI 3HAYCHHS i a OILIIHKM JiHiiHOT perpecil
MalOTh BHTJII by = _2'69?0‘1’?, b, = 0.857236 Hns oTpuMaHoro iHTepBaty
IIPOTHO3YBAaHHs 3HAYEHHS HOPMOBAaHMX BHUOIPKOBHX CEpeIHiX Ly =7.045051
t-posl‘loz{iﬂy CTpIOZIEHTa Ma€ 3HAYE€HHS tl1'-": v 2,094025

sHagymocti * = 0.01 10272 CTyIeHiB cBOOOH; Sz, = 0'358?0?_
OGepnena  marpuua  (14)  cknagaeTbes 3 OJHOIO  €JIEMEHTA

Sz'=1529482-107%

3 HaBYaNBbHOI BUOIPKH BHIMAKOBIM YHHOM Oyi10 06paHo 30 3 286 psaaKiB TaHUX

KsanTuns JUISL PiBHS

JUTSL TIOPiBHSAHHS (DaKTUYHUX 3HAYCHb PSKIB KOAY (F) Ta ix ominok KLOC (F) 3a
perpeciiHuMu MozensMu, a Takok ix HmwkHbol (LB) Ta Bepxuboi mexi (UB)
iHTepBaJIiB MPOrHO3yBaHHs Tadmuis 2.

[opiBHSIHHS  NIMPWUHM  iHTEpBally TMPOTHO3YBaHHA  OAHOGMAKTOPHOI  Ta
Y4OTHPHOX()aKTOPHOT HENMHIHHUX PErpeciifHiX MOAeNeH OLiHEeHO 3a (HOPMYIIOI0
I |UBax, 1B, x

DIFF = (1 — = )-mn%

Iy [UByy, -1y x| (25)

UB4y, . LBy,

- i-Tmil iHTepBaN MPOTHO3YBaHHS YOTHPHOX(PAKTOPHOT

o . . UB, . LB, . .
HeniHiiHOi perpeciiiHoi Monemi (25) L¥; L4 . j-rmit  imTepan
NporHo3yBaHHs oaHo(dakTopHOi HemiHifiHOT perpeciiinoi Momeni Ha 6asi
neperBopeHHs bokca-Koxkca [13].
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Tabauns 2.
Mopisusans oninok KLOC Tta iHTepBasiB IPOrHO3YBaHHS HENIHIHHUX perpeciiHuX
MOJIeIICH

OnHodakTopHa

HeniHiliHa perpeciiina  YoTupboxdhakTopHa HeliHiiHa perpeciitHa

MOJI€Tb HA OCHOBI Moenb Ha ocHOBI Johnson SB

Johnson SB
# Y ¥ 18 uws ¥ LB uB
1 1649 1687 0520 5453 1,643 0,926 2,965
2 1,769 1,733 0534 5,600 1,891 1,065 3.415
3 1806 3,108 0,963 9,992 1,944 1,088 3,535
4 1848 1641 0506 5,306 1,596 0,902 2,870
5 2,013 1641 0506 5,306 1,658 0,937 2,986
6 7,522 9,564 2,987 30,509 8,293 4,484 15,641
7 7,609 11,621 3,634 37,030 8,314 4,492 15,691
8 7,628 8,727 2,724 27,853 6,407 3,492 11,983
9 8,056 9,285 2900 29,623 9,562 5,155 18,093
10 8,056 9,285 2,900 29,623 9,562 5,155 18,093
11 16,056 14,210 4,448 45,236 18,360 9,700 35,489
12 16,0989,704 3,031 30,952 10,948 5,867 20,846
13 16,202 10,311 3,222 32,876 14,232 7,566 27,331
14 16,398 10,124 3,163 32,284 15,359 8,148 29,559
15 16,583 14,683 4,596 46,735 7,354 3,982 13,850
16 28,724 32,742 10,280 103,900 30,421 15,835 59,751
17 29,13945,379 14,259 143,888 35,407 18,323 69,977
18 29,29623981 7,522 76,173 25,235 13,211 49,264
19 29,5758,448 2,637 26,968 34,412 17,487 69,350
20 2959111903 3,722 37,923 21,758 11,412 42,389
21 64,504 60,178 18,919 190,722 47,373 24,287 94,568
22 65,52545,884 14,418 145,486 65,229 33,014 132,023
23 66,253 100,858 31,721 319,514 50,521 25,726 101,586
24 66,455 44,723 14,053 141,812 59,534 30,028 120,939
25 66,695 37,155 11,670 117,866 55,095 28,057 110,778
26 205,51 289,349 90,906 917,617 235,629 113,912 500,996
27 208,68 137,768 43,327 436,468 178,114 87,140 373,880
28 208,96 106,094 33,368 336,100 150,519 73,989 314,346
29 216,61 300,958 94,545 954,518 220,525 106,233 470,675
30 222,65 188,859 59,379 598,493 248,491 120,069 528,630
N

OTprMaHa OLIHKa BKa3ye, IO IHTEpBal MPOrHO3YBAaHHS YOTHPHOX(PAKTOPHOL

TV VI . 2,620 o .
HCJIIHIMHO1 PErpeCiiHol MOJCI1 Ha 42,62 "JEI BY>XYHH 3a IHTEPBaJl IIPOTHO3YBAHHSA
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oIHO(AaKTOPHOI HENiHIHHOI perpeciiiHol Moxeni Ha 6a3i neperBopeHHs bokca-Koxkca
[13].

6. O6roBopeHHst OTPUMAHHUX Pe3yJIbTaTiB

OTpuMaHO YOTHPHOX(AKTOPHY HEMIHIIHY perpeciiHy Monenb Ui PaHHBOL
oninkn KLOC JAV A-3acTOCYHKIB, BUKOPHCTOBYIOYH METOAU ITOOYZAOBH HENIHIHHUX
perpeciiiHux Mozenel Ha OCHOBI 6araTOBUMIpHOTO HOPMaJli3yl0uoro MepeTBOPEHHS
Bokca-Kokca. Bubip Meromy 3yMOBIEHHH  HETayCiBCBKHM  PO3IOALIOM
I’ ITHBUMIPHUX JaHUX iHQopMmamii 3 MeTpuUK KOAy 3a KpuTepieM Mapaia Ta
3aIMLIKIB perpecii 3a kputepiem x2 Ilipcona.

B nopiBHSHHI 3 iCHYIOUMMH MOJEISIMU OTPHMaHAa YOTHPHOX(aKTOpPHA HelliHilHA
perpeciiina Monens (23) Mae Kpailli MOKa3HUKU SKOCTI JUTs OILIHIOBaHHS KiJTBKOCTI

PsIKIB KOy Java-3acTOCYHKIB 3a KPUTEPIsIMH SIKOCTI R 0 MMRE ., FRED (0.25)
3HaueHHS OI[IHOK KPHUTEpilB SKOCTI 3HAXONATHCS B JIOMYCTUMUX MeXax

R® = 075 MMRE <025 ., PRED(0.25) 2 075 5 11 wapsamno,

TaKk 1 A7 TecToBOi BHOIPOK, IO CBIAYUTH NPO NPHUHHATHY TOYHICTH OTPUMAHOI

R® = 0.8242 MMRE =0.1621
R* = 0.8981

MOIENi Ta MAaroTh HACTYNHI 3HAYCHHS

PRED(0,25) = 0.8042 I HaB4albHOi  BUOipKM  Ta
MMRE =10,1336 PRED(0,25) = 0,8211 JIs TecToBoi  BHGIpKH.

3acTocyBaHHS METOJy IEPEXPECHOTO 3aTBEP/DKCHHS IIJBHILYE BIICBHEHICTH B
cTiHKOCTI Ta HaniiHOCTI oTpumanoi Mopjemi. Kpim Toro, mmpuHa iHTEepBalTy

nporHo3yBanHs (20) moxenmi (23) Ha 42,62% e (Tabmuus 2), HiX iHTEpBaN
MIPOTHO3YBaHHS OXHO(MAKTOPHOI HENMHIKHOI perpeciiiHoi Mopmemi, [0 J03BOJISE
MiABUIIATH TOYHICTH OI[IHKH MapaMeTpy po3Mipy, 3 ypaxyBaHHSAM ONTHMiCTHYHOTO
Ta MIeCUMIiCTHYHOTO CLICHAPiiB MPH IIaHyBaHHI po3pooku [13.

Jlo mepesar 3ampornoHoBaHol Mozeli (23) MOXHa BiIHECTH MOJIMBICTh OLIIHKH
KLOC Ha panHiX eramax NpoekTyBHHS JAVA-3aCTOCYHKIB 3 BHKOPHCTaHHSIM
YOTHPHOX METPUK KOJIy, TaKuX sIK 3aranbHa Kimbkicth kiaciB (CLASS), 3aranbpha
KIJIBKICTh YHIKQIbHHX BUKIMKIB MeToaiB y kiacax (RFC), cepexnim 3HaueHHSM
KUTBKOCTI 3B’s3KiB Mix kiacamu (aCBO) Ta cepenHiM 3HaYeHHS BHIUMHX METOMIB
Ha xirac (aVMQ), siki MOXXHa OTPHMATH Ha PaHHIX eTanax IUIaHyBaHHS NPOEKTY 3
niarpam knacieB UML. Jlo HemomikiB 3amponoHoBaHOi Mozeni (23) MOXKHA BiIHECTH
HACTYNHI  OOMEXCHHS IHTEpBaliB 3HAYCHb  HE3aJNCKHHX  3MIHHHX, JI€

CLASS € [25; 11147] RFC e [45; 117847] aCBO € [0,12; 24,57]
ra8¥MQ € [1,59; 85,92]

He3Bakaroun Ha BUKOPUCTAHHs BEJIMKOI BUOIPKH METPHK KOAY, 3alPONOHOBAHA
MOzieNib MOOyJOBaHA JIMIIE Ha OCHOBI TPOEKTIB 3 BIAKpUTUM KoaoM JAVA-
3acTocyHkiB 3 mrardpopmu GitHub. Xoua Momens focsria NpHHHATHOTO pIBHS
JOCTOBIPHOCTI BINNOBIIHO 1O KPUTEPiiB SKOCTI perpeciiHux wmoxaenei [14],
HANPSAMKH TTOJANBIIAX TOCTIPKEHb MOKYTh OYTH CIPsSIMOBaHi y 01K BAOCKOHAJICHHS

375



ADVANCES
IN INFORMATION-CONTROL SYSTEMS AND TECHNOLOGIES

MOZeNi, NUIIXOM PO3MIMPEHHS KUIBKOCTI Ta PO3MUICHHS He3aleXHHX (aKTopiB
MO, HAPHUKIAJ 3 ypaxyBaHHSIM yCHaIKyBaHHsS, a00 BHKOPHCTAHHS HapaMerpy
KiJIbKOCTI iHTep(eiiciB OKpeMO Bifl KUTBKOCTI KIIaciB.

7. BUCHOBKH

OTtprMaHa 40THPhOX(aKTOPHA HEIiHIHHA perpeciiiHa MoeNb BUPIIIye BaXKIUBY
mpobaeMy OLIHKH po3Mipy JAVA-3aCTOCYHKIB Ha paHHIX CTafifix IUIaHYBaHHSA
MIPOTPAMHOTO MPOEKTY 3 BUKOPUCTAHHIM METpUK Iiarpamu kiaciB UML: 3aransHoi
kimpkocTi knaciB (CLASS), 3aranpHOi KiJIBKOCTI YHIKaJIbHUX BUKIUKIB METOIIB Y
knacax (RFC), cepenHe 3HaueHHsS KimbKOCTI 3B’s13kiB Mik kimacamu (aCBO) Tta
CepeHBOI0 3HAUCHHS KTBKOCTI public Ta protected Meronis Ha kiac (aVMQ).

HaykoBa HOBH3HA OTpUMAaHHMX pe3yJIbTaTiB MOJsrae B  TOMY, IO
Y4OTHPHOX(aKTOpHY HENiHIHHY perpeciiiHy MoJeib YZOCKOHAJICHO y MOPIBHSHHI 3
iICHYIOUMMH MOJETAMH Ta piBHIHHAM a1 panHeoi omiHkn KLOC JAVA-
3aCTOCYHKIB 13 BHKOPHUCTAHHSIM 0araTOBHMIPHOTO HOPMATi3YIOUOTO MEPETBOPEHHS
Bokca-Kokca; Bmepme mnoOyzoBaHO YOTHPHOX(AKTOpHY HEJIHIHHY perpeciiiny
MOJENb 3 BHUKOPHCTaHHSAM BHOIpKH, po3MipoM Oureme 250 TOYOK HaHUX;
JOCTOBIPHICTB, CTIMKICTh Ta HaAIMHICTE MOJEIN HepeBipeHO Ha TECTOBIH BHOIpII
aHAJIOT1YHOTO PO3MIpY.

OTpuMaHa Mozenb, y MOpPIBHSAHHI 3 IHIIMMH HETiHIHHAMH perpeciiHuMH

. B*°

MOJICIIIMH, Ma€ BUINlE 3HAYCHHS KoedillieHTa aeTepMiHAIlil , MEHIIIE 3HAYCHHS
MMRE Ta Oinbllle 3HAYEHHS BIJCOTKA

nepeadadeH sl PiBHA BiTHOCHOT OXHOKH PRED(0.25) g U HaBYAIBHOI, TaK 1
Ui TecToBOi BHOIPOK, a iHTEepBan mepen0adeHHs € MEHIIMM Y TOpiBHSHHI 3
0MHO(DAKTOPHOIO HENIHIMHOI PErpeciiHO0 MOJIEIUII0 Ha OCHOBI OJHAKOBOTO
HOPMAJIi3yI0uoro NepeTBOPEHHSI.

OLiHKM KpUTEpiiB SKOCTI OTpUMaHOI perpeciiiHoi MoJnerni A HaBYAIBHO Ta
TECTOBOI BHOIPOK CYTTE€BO HE BiAPI3HSIOTHCS, @ OTXKE II€ CBIYUThH, IO BHUOIPKU
MAarOTh BUCOKHI1 PIBEHb PENPE3CHTATHBHOCTI TeHEPATBHOI CYKYITHOCTI.

IIpakTHyHe 3HA4YeHHs OTPUMAHHUX pE3YNbTATiB JO3BOJISIE PEKOMEH/IyBaTH
moOyZIoBaHy MOJENb Ul BUKOPHCTaHHSA Ha TPAKTUII. 3ampoIIOHOBaHAa MOJENb
peami3oBaHa y BHUIJIALI MPOTPAMHOTO MPOIYKTY, SIKHH MOKe OyTH BHKOPHUCTAHUIMA
MEHEDKEpaMH TIPOEKTIB A OLIHKK TPYIOMICTKOCTI PO3POOKH MPOTPAMHOTO
3a0e3neueHHs Ha MOBI JAVA Ha paHHIX CTaJisX IUIaHYBaHHSA NPOEKTY 3 METOIO
3HIKCHHS PH3HKIB Ta ONTUMI3AIlii BUTpAT.

IlepcnekTHBH MOAANBIINX AOCHITKEHb MOXYTh BKIIIOUATH PO3IIHPEHHS Ta
po3aineHHs HabOpy He3aJeKHHUX (GAKTOPiB, BUKOPUCTAHHS IHIIMX 0araTOBHMIPHHX
HOpPMAJIi3yIOUHX TIEPETBOPEHb Ta 30UIBIICHHS pPO3MIpy BHOIPKH TaHUX IS
moOyI0BY HENiHIITHOT perpeciiiHoi Moseri.

CepefHbOi  BITHOCHOI MOXHOKH
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THE FOUR-FACTOR NONLINEAR REGRESSION MODEL FOR
EARLY JAVA-APPLICATIONS SIZE ESTIMATION

O. Oriekhov. ORCID: 0000-0002-0001-0140
Makarov National University of Shipbuilding, Ukraine.
E-mail: oleksandr.oriekhov@nuos.edu.ua

Abstract. The paper is devoted to a four-factor nonlinear regression model
building for early software lines of code (KLOC) estimation of JAVA applications.
JAVA-application size estimation is an important scientific and practical task that is
inextricably linked to the software development life cycle. The aim of the study is to
increase the reliability and accuracy of JAVA-applications code lines estimation at
the early stages of software development by building a four-factor nonlinear
regression model using UML class diagram metrics. The object of the study is the
process of size estimation for open-source Java-software. The subject of the study is
the nonlinear regression models to estimate the software size. To achieve this goal,
we collected training and test samples of JAVA-software code metrics information,
analyzed and compared existing mathematical models and equations for JAVA-
application size estimation. Using the training sample, the four-factor nonlinear
regression model and its prediction intervals are built to estimate JAVA applications
software size on a basis of the Box-Cox normalization transformation by the metrics
of the total quantity of classes, the total quantity of unique method invocations in
classes, the average value of classes relationships, and the average value of visible
methods per class. The obtained four-factor nonlinear regression model has a lower
estimate of mean magnitude of relative error, a higher estimate of percentage of
prediction for magnitude of relative error of 0.25, and a higher estimate of
determination coefficient in comparison to existing models, which confirm the
reliability and accuracy increasing of early KLOC estimation of JAVA applications.

Keywords: number of lines of code, JAVA application, non-Gaussian data, Box-
Cox normalizing transformation, nonlinear regression model.
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